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Preface

This book presents high-throughput analytical approaches
used to investigate biological samples and omics data
integration approaches that aim to offer novel solutions
to clinical needs, along with two examples of their
implementation in biomedical studies. Currently, there
are many different experimental approaches available,
and each of them provides an insight of the biological
topic from a different perspective (genomics, transcrip-
tomics, proteomics, peptidomics, metabolomics, etc.).
To fully exploit the information contained in these large
datasets, novel bioinformatics tools are applied. The
combination of classical and computational biology
has led to the development of a new discipline: systems
biology. Its aim is to study biological entities globally
(holistic view) rather than concentrating on their particu-
lar aspects (reductionist view).
The topics covered in this book are as follows:

a) An overview of state-of-the-art -omics techniques
currently used to obtain a comprehensive molecular
profile of biological specimens

b) Computational tools used for organization of these
multisource data and their integration toward devel-
oping molecular models for disease pathophysiology.

As test cases the investigation of chronic kidney
disease (CKD) and bladder cancer are used. These rep-
resent multifactorial, highly heterogeneous diseases
and are among the most significant health issues in
developed countries with a rapidly aging population. In
this book, novel insights on CKD and bladder cancer
obtained by “omics” data integration are presented as an
example of the application of systems biology in the
clinical setting.

The book is suitable for university students, researchers,
and clinicians interested in clinical omics applications.
The breadth of topics covered allows the reader to
acquire a global view of the available omics approaches
and their integration and potential for biomedical
applications.
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1.1 Clinical Data Collection

1.1.1 Data Collection for Clinical Research

The goal of clinical studies is the evaluation of interven-
tions on clinically relevant parameters [1]. Conducting a
clinical study is a major undertaking accompanied with
heavy and extensive responsibilities. Good primary
research calls for constant dedication by practicing
physicians and patients willing to participate for the sake
of knowledge and better treatment of future patients [2].
The study design is the investigator’s map from
which data collection follows and which enables the
investigators to thoughtfully produce the necessary
data forms. The formulation of a good research ques-
tion, up front, informs the clinician or researcher about
the most appropriate data elements to be collected [2].
Investigators often believe that collecting more data is
better and that it is important to collect information
on as many scientifically “interesting” factors as
possible. Therefore, it is imperative to distinguish
between those data elements that are essential and
those that are academically “interesting” but may not be
considered of interest to the key study hypothesis. This
should greatly assist in narrowing down one’s study
questions and collecting data more efficiently [3].

1.1.2 Clinical Data Management

Clinical data management (CDM) is the process of
collection, cleaning, and management of subject data in
compliance with regulatory standards. The primary
objective of CDM processes is to provide high-quality
data by keeping the number of errors and missing data as
low as possible and gather the maximum amount of data
for analysis [4].

High-quality data should be absolutely accurate, have
minimal or no missing points, and should be suitable for
statistical analysis. The data should meet the applicable
regulatory requirements specified for data quality and
comply with the protocol requirements. In case of a devi-
ation or not meeting the protocol specifications, we may
think of excluding the patient from the final database [5].

Current technological developments have accelerated
the rate of data collection and positively impacted the
CDM process and systems by improving their quality.
From the regulatory perspective, the biggest challenge
would be the standardization of data management pro-
cesses across organizations and development of regula-
tions to define the procedures that has to be followed.
From the industry perspective, the challenge would be
the planning and implementation of data management
systems in a changing operational environment. CDM is
evolving to become a standard-based clinical research
entity, balancing between the expectations from and
constraints in the existing systems, driven by technologi-
cal developments and business demands [5].

The Society for Clinical Data Management (SCDM)
publishes Good Clinical Data Management Practices
(GCDMP) guidelines that highlight the minimum stand-
ards and best practices, providing assistance to clinical
data managers in their implementation of high-quality
CDM [5]. If data have to be submitted to regulatory
authorities, it should be entered and processed in accord-
ance with the Code of Federal Regulations (CFR), Title
21, Volume 1 of Part 11, Food and Drug Administration
(FDA) regulations on electronic records and electronic
signatures (ERES), cited as 21CFR11.10 [6].

Many clinical data management systems (CDMS) are
available for data management. Most of the CDM sys-
tems available meet these criteria, and pharmaceutical
companies as well as contract research organizations
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ensure this compliance. In multicentric trials, a CDMS
has become essential to handle the huge amount of data.
These CDM tools ensure the audit trail and help in the
management of discrepancies [5].

One should leave sufficient time for planning and devel-
opment of system and study database for the follow-up
and tracking of patients throughout the study. The
following issues should be defined in advance: determi-
nation of the mechanism and processes for data collection
if a patient misses a scheduled appointment, implementa-
tion of quality checks, preparation and collection of
patient informed consent, and institutional review board
(IRB) approval. Inclusion and exclusion criteria should be
defined as well as data collection elements [2].

1.1.3 Creating Data Forms

The limited focus of disease-specific consortia makes
comprehensive coverage of individual areas more likely.
Researchers should benefit from a clear understanding
of the extensive overlap of various clinical terminologies,
as well as advice regarding which standards are appropri-
ate for a particular research context. They should also be
able to address relationships between clinical research
data collection standards and electronic health records
(EHR) specifications, as well as the broad issue of secondary
use of clinical data for research. Additional tasks could
include the review of standards and their scope and
relating them to needs of clinical research [7].

Item repositories can reduce the burden on new
investigators to create their own items, because exist-
ing validated items or sets of items can be reused [8].
Pilot testing of data forms completed by patients allows
investigators to react to suggestions from patients as well
as from staff and personnel and provides more realistic
estimates of data collection times [2].

1.1.3.1 Different Data Forms According

to the Type of Study

Data form development is a collaborative effort among
the investigators and often takes months of planning and
preparation. It should be undertaken by investigators
and/or stakeholders experienced in form construction
and familiar with the methods of data collection, data
processing, and content necessary for the study [2]. It is
facilitated by review of the literature for instruments
used in similar studies, also including the Clinical Data
Acquisition Standards Harmonization (CDASH) recom-
mendations, which give useful general guidance on
constructing yes/no questions, scale direction, date/time
formats, scope of CRF data collection, pre-populated
data, and collection of calculated or derived data. Certain
items (especially questionnaire-based ones) have a discrete

set of permissible values (also called “responses” or
“answers”), for example, the use of cigarettes (never/
former/current), amount (less than 3 per day/3-10 per
day/more than 10 per day), and fasting (no/yes) [7].

Study details like objectives, intervals, visits, investiga-
tors, sites, and patients should be defined in the database,
and CRF layouts have to be designed for data entry [5].
In order to simplify the data collection, some answers
can be coded. For example, 1 =yes and 2 =no, but these
codes should be consistent throughout the CRF booklet
(Table 1.1) [9].

The forms should be well designed in order to avoid
variation in the responses and the site personnel can
understand the format (Table 1.2) [9].

Much of the information collected in observational
epidemiologic studies is collected in the form of patient/
participant self-reports on standardized questionnaires
that are self-administered or administered in person by
an interviewer, by phone, or via mail or the Internet. The
factors on which information is routinely collected in
these studies include sociodemographic characteristics,
lifestyle practices, medical history, and use of prescribed
or over-the-counter medications [3].

Surveys are tools of great value for epidemiological
research and clinical practice. They can be used as a
study design, at same time serving as definitive data
collection tool. On the other hand, clinical registries

Table 1.1 Coding on the case report form module.

Demography

Date of birth (DD/MM/YYYY) O/O0/OCoCd

Gender Male[J1 Female[]2
Height (cm) [/

Weight (kg) [

Smoker Yes[]1 No[]2
Family history Yes[]1 No[]2

Table 1.2 Well-designed and poorly designed data fields.

Poorly designed Well designed

Date of visit:

Date of visit: (J]/CJ01/OJ000C

(DD/MM/YYYY)
Blood pressure:____/____ Blood pressure: (/]
(mmHg)
Pulse: Pulse: (][] (beats/min)
Temperature: Temperature: [J].[] (°C)
Respiration: Respiration: [J[] (/min)




can be also used to obtain specific data within a more
comprehensive design [10].

Ideally, patient-reported outcomes are measured using
standardized, validated instruments that promote the
collection of high-quality data and allow meaningful com-
parisons across observational studies or randomized trials.
National Institutes of Health Toolbox (www.nihtoolbox.
org) and Patient-Reported Outcomes Measurement
Information System (www.nihpromis.org) have highlighted
the importance of harmonization of patient-reported
outcomes data collection instruments [3].

Clinical Document  Architecture  templates—
archetypes—are agreed-upon specifications that support
rigorous computable definitions of clinical concepts like
type of measure, measurement conditions, and measure-
ment units [11].

OpenEHR, by contrast, allows the semantic model’s
structure to vary with the parameter being described.
Clinical researchers have been specifying parameter
measurement with precision long before “archetypes”
were conceived [7].

CDASH addresses data collection standards through
standardized CRFs. Initial CDASH standards focused on
cross-specialty areas such as clinical trial safety.

The Clinical Data Interchange Standards Consortium
(CDISC) (http://www.cdisc.org) is an international
standards organization that aims to develop and support
global, platform-independent data standards. The con-
sortium has proposed standards valuable for general
areas such as drug safety, focusing primarily on regulated
studies, and does not address broader issues of clinical
research. They also have CDISC Operational Data Model
(ODM) for exchanging and archiving clinical study data
[12]. Another clinical information model is the Health
Level 7 (HL7) Reference Information Model (RIM),
which use terminologies differently than the research-
oriented CDISC (ODM) format. HL7 depends on map-
ping data elements to concepts in standard terminologies,
while ODM does not support mapping of data elements
themselves (e.g., serum total cholesterol, systolic BP) to
terminologies and only cares that a terminology may act
as a source for a data element’s contents [13].

1.1.4 Case Report Form (CRF)

1.1.4.1 CRF Standards Characterization
Data collection for clinical research involves gathering
variables relevant to research hypotheses. These varia-
bles (“patient parameters,” “data items,” “data elements,’
or “questions”) are incorporated into data collection
forms (“case report forms” (CRFs)) for study implemen-
tation [4].

CRF may exist in the form of a paper or an electronic
version. The traditional method is to employ paper case

Clinical Data Collection and Patient Phenotyping | 5

report forms (pCRFs) to collect the data responses,
which are translated to the database. These pCRFs are
filled up by the investigator according to the completion
guidelines. In the electronic case report form (eCRF)-
based CDM, the investigator or a designee will be
entering the data directly at the site. In the case of eCRF,
the probability of erroneous data entry is lower, and the
resolution of discrepancies faster [5].

A CRF is designed by the CDM team, as this is the first
step in translating the protocol-specific activities into
data being generated. The units in which measurements
have to be made should also be mentioned next to the
data field [5].

Because of the protocol-centric nature of clinical
research, opportunities for shared standards at levels
higher than individual items are relatively limited.
Nevertheless, disease-specific CRF standardization
efforts have helped identify standard pools of data items
within focused research and professional communities
and consequently helped achieve research efficiencies
within their application areas. Of more immediate and
widespread relevance are standardization efforts toward
the development of section and workflow for CRE, as
well as data collection and validation. The structure and
content of individual CRFs/sections can be left reasona-
bly flexible to allow adaptation to individual protocol
requirements [7].

Little consensus exists on the choice and content
of CRF standardization candidates. Few CRFs can be
reused unchanged across all protocols. Within a specific
disease domain, standard CRFs seem feasible and useful.
But the segregation of data items relevant to a research
protocol into individual CRFs is often based on consid-
erations other than logical grouping and may vary with
the study design. One concern about “standard” CRF use
is that users should not be pressured to collect parame-
ters defined within the CRF that are not directly related
to a given protocol’s research objectives. Dynamic CRF
rendering offers one way out of this dilemma: protocol-
specific CRF customization allows individual investiga-
tors to specify, at design time, the subset of parameters
that they consider relevant. Also, web application software
can read the customization metadata and render only
applicable items [7].

Generally, a programmer/designer performs the CRF
annotation, creates the study database, and programs
the edit checks for data validation. He/she is also respon-
sible for designing of data entry screens in the database
and validating the edit checks with dummy data [5].
Databases are the clinical software applications, which
are built to facilitate the CDM tasks to carry out multiple
studies [14].

CRFs can be used in groups of semantically closely
related parameters, which can be considered as a series
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of observations. A section encompasses one or more
groups. The division of CRFs into sections is often
arbitrary. In paper-based data entry, CRFs consisting of
a single, oversize section are sometimes used. Real-time
electronic data capture (EDC) subdivision into smaller
sections is generally preferred. Section headings and
explanations that serve to describe the section’s purpose
are usually left to individual investigators [7].

1.1.4.2 Electronic and Paper CRFs

CREFs support either primary (real-time) data collection
or secondarily recorded data originating elsewhere (e.g.,
the electronic or paper health records). Historically,
CRFs were paper based. The existence of secondary EDC
also influences manual workflow processes related to
verification of paper-based primary data (e.g., checks for
completeness, legibility, and valid codes) [7].

Although the use of validated, standardized instru-
ments is preferred, those data collection tools are not
always available. If standardized instruments do not exist
for measuring a specific construct, investigators will
often create “homegrown” scales, which require pilot
test before using them in a formal research study. These
pilot efforts ideally would involve validation of the instru-
ment against a gold standard (e.g., clinical diagnosis) or
important study outcome [3].

Collection of individual patient data on CRFs in clinical
research has traditionally been done by investigators in
their offices summarizing medical charts on paper forms
(pCREFs), a tedious method that could result in data entry
errors and wrong conclusions [15, 16].

eCRFs have improved data quality and completeness,
reducing losses and transport logistics, especially for multi-
center trials [17]. The choice between pCRF and eCRF is
a significant step in the design of clinical studies and
should be discussed with the involved stakeholders [18].

EHR and research data collection differ in that the
latter records a subset of patient parameters and variables
defined with the research protocol. Data are recorded
in maximally structured form, avoiding narrative text,
except if there is a need to record unanticipated
information [7].

Le Jeannic et al. have compared the application of
eCRF and pCRF and their results showed that eCRF
studies were mostly used in large multicenter, national,
and phase 3 clinical trials while pCRF studies were used
for trials with few patients and centers. The majority of
pCRFs were used in drug trials, and eCRFs were more
often used in trials with a significantly higher number of
patients and fewer data. The number of patients was the
only explanatory variable for CRF choice. They found
no difference in the average duration of recruitment.
Use of eCRF and the smaller number of centers were
associated with shorter study durations. The total average

cost of a trial was higher with eCRFs than with pCREFs,
but the mean cost per patient was lower with eCRFs.
Overall, stakeholders were as satisfied with eCRFs as
with pCRFs. When asked for their preference of one
over the other, a majority of stakeholders chose eCRE.
Preference for pCRFs is reported in monocentric trials
and for eCRFs in multicentric trials. Additional advantages
of eCRFs are the prevention of data entry errors by auto-
matic checks, easier storage, and the ability of researches
to oversee data collection from their offices [18].

1.1.5 Methods and Forms for Clinical Data Collection
and/or Extraction from Patient’s Records

In particular, a patient summary has been seen as the
most appropriate way to establish eHealth interoperability.
A patient summary includes patient history, allergies,
active problems, test results, and medications. However,
further information can be included, depending on the
intended purpose of the summary and the anticipated
context of use [19].

Because of the ubiquity and abundance of high-quality
data embedded within medical records, they are a com-
monly used source of information in clinical research
studies. Medical records can be important sources of
information that can reliably document participants’
medical history, clinical, laboratory, or physiologic pro-
file at varying time points in a cost-efficient manner.
On the other hand, the data contained in medical records
can be difficult to use and, in some cases, conflicting or
of questionable accuracy because of the nonstandardized
manner in which this information is collected, recorded,
and extracted by various healthcare professionals and
members of research teams. The increasing use of elec-
tronic medical records (EMR) and their combination
with administrative data have eased data extraction
efforts. Moreover, the increasing use of standardized
data entry sets reduced data heterogeneity [3].

1.1.5.1 Electronic Health Records (EHRs)
EHRs are basically seen as a centralized compilation
of information on the patient’s health [20]. The data
included in paper-based patient records has provided
the golden standard against which the reliability of EHRs
has been assessed. The success of EHRs depends on the
quality of the information available to healthcare profes-
sionals in making decisions about patient care and in
the communication between healthcare professionals
during patient care [19]. It has been shown that data
from EHRs are reliable when compared with manual
records [21, 22].

One challenge is to standardize health information
systems, which also means standardization of the content
and structure of EHRs [23]. EHRs have so far consisted



of unstructured narrative text but also contain structured
coded data [19]. EHR contains retrospective, concurrent,
and prospective information, and its primary purpose is
to support continuing, efficient, and quality-integrated
healthcare [24]. An EHR is used primarily for purposes
of setting objectives and planning patient care, docu-
menting the delivery of care, and assessing the outcomes
of care. It includes information regarding patient needs
during episodes of care provided by different healthcare
professionals [25, 26]. The EHR is used by different
healthcare professionals and also by administrative staff.
Among the various healthcare professionals who use
different components of the EHR are physicians, nurses,
radiologists, pharmacists, laboratory technicians, and
radiographers [19]. EHRs are used by many different
healthcare professionals, and the needs and require-
ments of all these professionals must be taken into
account in the development of the information systems.
Nursing documentation, or documentation by other
healthcare professionals such as physiotherapists, is an
important part of the EHR and must not be excluded from
medical documentation. Patients can also do parts of the
documentation themselves. Patient self-documentation
also reduces the workload of healthcare professionals,
but it is obviously important that self-documented data
components are validated by professionals [19].

Previously EHRs were classified as time oriented,
problem oriented, and source oriented. Nowadays EHRs
combine all three elements. In the time-oriented EMR,
the data are presented in chronological order. In the
problem-oriented medical record, notes are taken for
each problem assigned to the patient, and each problem
is described according to the subjective information,
objective information, assessments, and plan. In the
source-oriented record, the content of the record is
arranged according to the method by which the informa-
tion was obtained, for example, notes of visits, X-ray
reports, and blood tests [19].

Electronic clinical records, such as conventional clinical
histories, can display major shortcomings in terms of
quality of information, lack of data, incomplete infor-
mation, and use of multiple free terms. Before electronic
clinical records can replace registries or surveys, a
common terminology and set of standards must be
established to encode and classify the information, and a
change must be brought about in the attitude of health
professionals tasked with data collection [10].

The possibility of using electronic clinical histories as
a data source may depend upon the degree to which this
is used within the health organization and/or system
(sole data collection source, data also recorded in paper
format, etc.), the completeness and coding of recorded
data, and also the software available for data collection
and transfer [27].
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Introducing an online medical record system could
play an important role in improving data collection and
data quality [28].

1.1.6 Data Collection Workflow

1.1.6.1 Defining Baseline and Follow-Up Data

Before data collection begins, investigators must agree
on the details of the data collection items and the process
by which data collection will occur. Investigators must
define the schedule according to which patients will
participate in the study and outline the specific data
elements to be collected each time the patient is exam-
ined. If the researcher understands office flow and can
organize the follow-up process, then his or her office can
map data collection in a simple and efficient manner [2].

In most cases, it is best to collect all the required initial
data for a subject during a single visit at the clinic. Several
steps and design features are recommended to optimize
follow-up rates [2].

In order to minimize the respondent burden, follow-up
questionnaires and tests should be kept to a minimum.
Contact information should be collected at baseline and
updated at every visit for data collection, whereas subjects
with no telephone or who plan to move in the near future
should be excluded. Clinicians need to plan multiple
efforts at phone contact, both during and after working
hours, and provide reminders for appointments. Follow-
up forms should include information about treatment
compliance and the exposure of patients to various oper-
ative and nonoperative treatments. Follow-up forms
must also include data regarding side effects and compli-
cations of treatment (e.g., monitored events) and whether
they are related to the study treatment(s). In addition to
baseline and follow-up patient data, information regarding
treatment must be collected [2].

1.1.6.2 Medical Coding
Pre- or coexisting illnesses are coded using the available
medical dictionaries. Medical Dictionary for Regulatory
Activities (MedDRA) is used for the coding of adverse
events as well as other illnesses. The World Health
Organization Drug Dictionary Enhanced (WHODDE) is
used for coding the medications. Medical coding helps in
classifying reported medical terms on the CRF to standard
dictionary terms in order to achieve data consistency and
avoid unnecessary duplication. The right coding and clas-
sification of adverse events and medication is crucial as an
incorrect coding may lead to masking of safety issues or
highlight the wrong safety concerns related to the drug [5].
It also is important to note that factors (e.g., medica-
tion use) must be defined only by clinicians, and not by
study staff or study participants, in order to ensure that
variables will be accurately coded [3].



8

Integration of Omics Approaches and Systems Biology for Clinical Applications

1.1.6.3 Errors in Data Collection and Missing Data

If the data are inaccurate or incomplete, they will have no
worth for decision-making, research, statistical, or health
policy purposes [15].

One common cause of errors is not dedicating enough
time in the development of data forms (i.e., in identifying
the data elements and in the construction and testing of
forms). An important problem is the desire of clinicians not
only to create forms to meet the research goals of the study
but also to provide data for routine patient care. Certain
measurements needed for routine patient care are not
justifiable for research forms, and vice versa. The researcher
should be clear about the data necessary for assessing the
primary and secondary outcomes of the study. Data items
that cannot be justified should be deleted [2].

Double data entry is performed wherein the data is
entered by two operators separately. The second pass
entry helps in data verification by identifying the tran-
scription errors and discrepancies caused by illegible
data. Double data entry helps in getting a cleaner data-
base compared with a single data entry. Double data
entry ensures better consistency with pCRF as denoted
by a lesser error rate [29, 30].

It is difficult to gather the necessary data elements at the
appropriate times while avoiding missing data. It is even
more difficult to collect primary data according to a very
strict protocol, wherein chance, bias, and confounding
factors can be addressed. No matter how sophisticated the
data elements and data collection systems, human factors
make or break any good research effort [2].

With increasing duration of a study, the number of
participating patients usually declines, so the problem of
missing data is magnified. Thus, data interpretation for
long-term studies is challenging [31].

A frequently employed approach for data analysis of
clinical (long-term) studies is the interpretation of missing
data as therapeutic success (missing equals success (MES))
or as therapeutic failure (missing equals failure (MEF)/
nonresponder imputation). A third option the exclusion of
missing data (missing equals excluded (MEX)/as-treated)
stands between these two extremes. Another frequently
employed method for long-term studies that is criticized
by statisticians is equating the last observed value with the
result at the end of the study (last observation carried
forward (LOCF)). The selection of the analysis method
has a great impact on the results and interpretation of a
study. It is recommended to combine several data analysis
approaches in order to correctly interpret long-term
studies and reach valid conclusions. A comparison of the
characteristics of test subjects with complete as opposed to
those with incomplete datasets might be helpful, in order
to get indications on the possible reasons for dropping out
of the study or for missing data [1].

1.1.6.4 Data Linkage, Storage, and Validation

The data management group (those responsible for
data retrieval and processing) needs to link records by
using a unique identifier for each patient. For example,
they might use the patient hospital identification (for
purposes of confidentiality, patient identification can
be deleted later) plus check digits that identify the
patient, the center from which the patient comes, and
the type of visit [2].

The data bank must be backed up regularly. Data collec-
tion is too difficult and expensive to repeat, and patients’
time is too valuable to have data lost or destroyed [2].

Data validation is the process of testing the validity of
data in accordance with the protocol specifications.
Discrepancy is defined as a data point that fails to pass
a validation check, and it may be due to inconsistent
data, missing data, range checks, and deviations from
the protocol. Ongoing quality control of data process-
ing is undertaken at regular intervals during the course
of CDM. Data clarification forms (DCFs) containing
queries pertaining to the discrepancies identified can
be also generated [5].

In order to prevent errors from being entered, data
validation rules should be implemented into the eCRF’s
prior to commencement of the NPC clinical trial. These
data validation rules assess whether certain prespecified
conditions are valid and can therefore pinpoint omis-
sions or erroneous data [28].

The clinical trial data management system (CTDMS)
prevents us from missing data or ending up with poor
quality data at the end of the study, which often at that
point cannot be resolved anymore [28].

Clearly, the CTDMS encourages local data managers
to verify the entered data and, if necessary, ask the doctor
whether the information is correct [28].

Discrepancy management helps in cleaning the data
and gathers enough evidence for the deviations observed.
Discrepancy management is the most critical activity in
the CDM process. Being the vital activity in cleaning up
the data, utmost attention must be observed while
handling the discrepancies [5].

After a proper quality check and assurance, the final
data validation is run. Database is locked and clean data
is extracted for statistical analysis. Data extraction is
done from the final database after locking. This is
followed by its archival [5].

1.2 Patient Phenotyping

In clinical care settings, a wealth of longitudinal data is
available through International Statistical Classifi-
cation of Diseases v9 (ICD-9) codes, laboratory results,



test reports, and notes written by the physicians during
multiple patient visits over several years. Essential point
in improving the formation of research cohorts has been
the creation of EMR-linked biobanks and enrolment of
individuals from routine clinical care settings. With
patient’s consent and by making their data anonymous,
EMRs can make a large amount of information available
for research purposes, allowing studying the evolution
and progression of the disease [32-34]. In this regard,
using large number of patient’s data from EMRs can
markedly reduce the time and effort needed to identify
specific phenotypes and/or markers associated with
disease development, progression, and response to
treatment [34—36].

1.2.1 Approaches in Defining Patient Phenotype

The Electronic Medical Records and Genomics
(eMERGE) Network is a National Human Genome
Research Institute (NHGRI)-funded consortium
tasked with developing methods and best practices for
the utilization of the EMR as a tool for genomic
research. The network is developing phenotyping
algorithms that are processing EMR data in order
to identify cases and controls with a high degree of
accuracy and confidence [37]. However, identification
of particular phenotypes, especially chronic complex
diseases, is challenging because of the complexity
of data itself and the way in which it is recorded in
EMR [38].

There has been significant debate about the optimal
way to identify phenotypes in the EMR. Automated
approaches using electronic phenotyping and statistical
analyses are popular as compared with simpler rule-
based systems. Such phenotyping algorithms are used
in various applications including discovering novel
genetic associations of complex diseases, tracking their
natural history, isolating patients for clinical trials, and
ensuring quality control in large institutions by ensur-
ing that standard-of-care guidelines are met in these
patients [38, 39].

Phenotyping algorithms are dedicated to mining
biobank resources, which is essential for trial designs,
and need to enable automatic identification of patients
that match the research criteria. They contain keywords
designed to facilitate natural language processing (NLP)
and access the primarily semi-structured data fields in
EHRs—procedure codes, ICD-9 codes, laboratory
results, and medication data [40].

NLP content is required for enormous unstructured
narrative clinical documentation that is considered to
be the best resource. This is the most difficult part in
phenotype algorithm construction, and although there
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are many NLP tools for medical domains, human
involvement is still required [40].

The V-Model is a temporal model that enables visu-
alization of textual information in a timeline, which
helps in monitoring and understanding a patient’s
history. The model separately structures causal prob-
lems from related actions, representing apparent
problems—actions (P-A) relations, and enables to
extrapolate that problems occurred before actions.
It enables a user to trace patient history considering
semantic, temporal, and causality information in a
short time. Consequently the V-Model should play a
crucial role in phenotype definition and algorithm
development [41].

For several relatively common conditions, such as
heart failure and stroke, independently and exten-
sively validated algorithms have been developed to
ascertain the presence of these important chronic
diseases [42]. eMERGE Network developed 14 robust
algorithms that were extensively tested over multiple
iterations (Table 1.3). The core elements of the algo-
rithms are the administrative data (ICD-9 and CPT
codes), laboratory data, and medication data (RxNorm
codes), with NLP rules as an additional layer to dis-
ambiguate and refine the core data elements. Most of
the developed algorithms rely on ICD-9 disease codes
and use CPT procedure codes. Only two algorithms
used UMLS codes (due to site-specific processing
needs) [40].

1.2.2 Phenotyping CKD Patients

Clinical decision making is challenging due to variability
in the rates of progression and lack of widely accepted
guidelines to identify patients most at risk of progression
to ESRD [43, 44].

Currently the only way of identifying CKD cases/
controls is by manually reviewing laboratory values,
which is cumbersome, or through ICD-9 codes. To
accomplish these goals, researchers need robust phe-
notyping algorithms to effectively leverage disparate
data sources in the EMR [38].

Nadkarni et al. developed and validated an auto-
mated algorithm for identifying diabetic/hypertensive
CKD cases and controls. Their algorithm over-per-
formed the traditional identification using ICD-9
diagnostic codes, which enabled identification of
40.1% of cases and 75.0% of controls. Their algo-
rithm correctly identified 93.4% of cases and 95.8%
of controls, indicating that it could be used for both
research and clinical purposes, where rapid and
accurate identification of a specific target cohort is
needed [38].
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Table 1.3 Distribution of codes across the 14 eMERGE phenotyping algorithms.

Name ICD-9° CPT® UMLS® RxNorm* Total/WC® Percentage’
1 Alzheimer’s 29 0 355 384/1317 29
2 Dementia 30 0 20 50/634 7
3 Diabetic retinopathy 12 19 0 0 31/324 10
4 Height 156 0 0 11 167/2101 8
5 Hypothyroidism 43 76 0 0 119/1351 9
6 Serum lipid level 11 0 0 0 11/1091 1
7 Low HDLE cholesterol level 41 10 0 0 51/2579 2
8 Peripheral arterial disease 90 112 0 0 202/1353 15
9 QRS duration 50 157 595 0 802/26 695 3
10 Red blood cell indices 146 141 0 0 287/2857 10
11 Resistant hypertension 35 0 0 35/895 4
12 Type 2 diabetes 25 0 0 25/954 3
13 White blood cell indices 18 131 0 149/2458 6
14 Cataract 152 20 35 0 207/3152 6

*Number of ICD-9 (International Statistical Classification of Diseases, v9) codes present in the algorithm document.

® Number of CPT (Current Procedure Terminology) codes in document.

“Number of UMLS (Unified Medical Language System) codes in the document.

4Number of RxNorm (clinical drug) codes in the document.
¢Total number of codes divided by the number of word tokens.
fPercentage of the document’s word tokens that are codes.

8 High-density lipoprotein.

1.3 Concluding Remarks

Recommendations for standardization of CRF and transition
from paper to electronic health records have significantly
improved and accelerated the process of clinical data collec-
tion. Technological developments in the field of CDM have
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3.1 Introduction

The identification of all kinds of causative mutations by
traditional and more contemporary technologies of
DNA sequencing in monogenic disorders has become
the gold standard in molecular genetic diagnosis during
the past couple of decades. It is true though that there are
still numerous occasions where, especially in smaller
research or diagnostics laboratories, the indirect approach
of DNA linkage analysis is a very useful alternative. This
is especially the case when DNA samples are available
from multiple family members and the gene or genes
under investigation are very large or difficult to negotiate
by direct sequence analysis, in the absence of contempo-
rary technology such as next-generation sequencing
(NGS) equipment. This practice is used in the author’s
laboratory. The situation is progressively changing as
technology improvements enable smaller laboratories to
acquire and use robust technology for DNA analysis or
have access to core facilities for doing so. Also, the recent
development that enables whole-genome sequencing
(WGS) or whole-exome sequencing (WES) is a revolu-
tionary improvement that is rapidly shaping the field and
has already entered clinical practice and contributes to
realizing a long-sought goal for personalized or precision
medicine. Here, a word of caution should be mentioned
as the 1000-dollar genome sequencing approach in most
places is still accompanied by a greater analysis cost, let
alone the complexity and the difficulty in interpreting
a huge volume of data [1-3]. Even this, though, is
changing rapidly. During the preparation of the last draft
of this chapter, Veritas Genetics, a company in Boston,
United States, announced the service of WGS for a price
that broke the barrier of $1000; they offer the sequencing
and the interpretation of data for $999 to participants
in the Personal Genome Project (PGP) (http://www.
veritasgenetics.com/).

At the same time, the advent of technologies that
enable one to test simultaneously for a great number
of single nucleotide polymorphisms (SNPs) or disease-
causing mutations by using microchip arrays or other
high-throughput technologies has contributed to the
field of molecular diagnostics in a different way. This
takes advantage of the known mutations that are respon-
sible for certain monogenic disease phenotypes or for
SNPs of pharmacogenetic significance and especially
so in populations and for diseases where a significant
percentage of patients inherit one of several known more
prevalent mutations or sequence variants.

Good examples include the repertoire of mutations for
cystic fibrosis, p-thalassemia, and familial Mediterranean
fever. In most cases, especially for autosomal dominant
or X-linked disorders, where most families have their
own private mutation, one needs to take advantage of
high-throughput mutation screening methods and direct
automated DNA sequencing in order to achieve provi-
sion of a molecular genetic diagnostic result of high
confidence and practical usefulness. Knowledge of ele-
mentary genomics and genetics as applied to the human
medical genetics field is becoming indispensable for the
current and next generation of medical clinicians and
other medical practitioners. The understanding of the
mode of inheritance of disease-causing mutations as
well as the role of predisposing variants, and coming to
an understanding of the new generation of laboratory
genetics, is going to be a sine qua non in order for the
laboratory geneticist and clinical geneticist to communi-
cate. This is going to be an even more indispensable
skill if one would like to be able to follow contemporary
genetics and genomics literature. Of course, the revolu-
tionary advent of, and implementation of parallel massive
NGS approaches, enabled scientists and researchers in
many cases to get away from the targeted search of muta-
tions in single genes. Examples are the many multiple gene
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panels that have been developed and used already by
numerous diagnostic and research laboratories in the
search for new variants and new mutations associated
with specific phenotypes, aimed at better understanding
of disease pathomechanisms [4—6].

Kenneth I. Berns, former editor in chief of Genetic Testing
and director of the University of Florida’s Genetics
Institute, College of Medicine in Gainesville, Florida, has
stated:

As we learn more about the underlying causes of
disease and link this knowledge to the emerging
realization that in the not too distant future good
healthcare will include information about one’s
genomic profile, the importance of genetic testing
in clinical medicine will continue to grow.

I would like to add that in my personal view, the sacred
purpose of our work as geneticists is to make a link
from the dramatic picture of the affected individual—
the patient as a human macroentity—to the patient as a
molecular biological microentity. The next feat is the pre-
vention or correction of the molecular malady. Therefore,
deep understanding of the behavior of genetic phenomena
and the mode of action of the myriads of human genetic
variants is also becoming a sine qua non knowledge.

Genetic complexity at various levels is the norm
and perhaps 20 years ago we could have predicted it.
Notwithstanding this, the ability to uncover the myster-
ies, the interdependencies, and the cross-talk of protein
coding as well as noncoding genes has led to a new level
of satisfaction in regard to our achievements in providing
useful information to the patients and their relatives,
even though it has not become possible yet to offer
genetic therapy, a dream that drove a generation of genet-
icists. One more word concerning complexity must be
said about the emerging role of epigenetic phenomena.
The regulation of gene expression by DNA methylation
and histone modification is playing crucial roles in health
and disease, including cancer, although we will not elabo-
rate any further in this chapter.

3.2 Applications of Molecular Diagnostics

During the past two decades, nephrogenetics research
has been extremely fruitful and productive as medical
and molecular genetic investigations have led to the
discovery and characterization of a great deal of disease-
causing genes and mutations that result in X-linked,
autosomal dominant, or autosomal recessive, in addition
to mitochondrially inherited renal conditions. This has
undeniably improved substantially the understanding of
their clinical and molecular pathology, the diagnosis
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and/or prognosis, and the genetic counseling accompa-
nying these feats and naturally the clinical intervention
for a targeted design of better treatments. Equally impor-
tant is the fact that more and more human maladies
are recognized to have a genetic component. It is worth
mentioning that an older survey using the British
Columbia Health Surveillance Registry, which included
more than one million consecutive births, showed that
the frequency of individuals younger than 25 years of
age who develop a disease with an important genetic
component was 5.3% [7]. Of the 5.3%, single gene disor-
ders represented 0.36% and multifactorial conditions
such as cleft lip or diabetes represented 4.6%. Clearly,
when considering genetic disorders as a whole, they
become relatively common, although each one of them
alone can be extremely rare. Rare or orphan diseases
(population prevalence of <5:10000) have attracted
special attention in recent years, with both the United
States and the European Union announcing dedicated
calls for funding research aimed at better diagnosis,
treatment, and drug discovery for these conditions.
In Europe, a disease is defined as rare if it has a preva-
lence of fewer than 5:10000, while in the United States a
disorder is defined as rare when it affects fewer than
200000 Americans at any given time (Orphanet: http://
www.orpha.net/consor/cgi-bin/index.php). Most inher-
ited monogenic renal disorders satisfy this definition.
Perhaps the only two exceptions are the autosomal dom-
inant form of polycystic kidney disease (ADPKD), which
is reported to have a prevalence of 1:400 to 1:1000 [8],
and the thin basement membrane nephropathy (TBMN),
which is estimated to have a prevalence as high as 1% in
the general population ([9] and references therein).

It is not always obvious or easy to verify that a condi-
tion has a familial nature. How does one validate the
existence of a heritable disease component in a family or
in the index patient proband? I am sure most if not all
geneticists agree and know firsthand that specifically as
regards the genetic investigation of the index patient and
their family, the most effective, cheapest, painless, non-
invasive, and most informative genetic investigation one
can do is the accurate drawing of a detailed family pedi-
gree. It is not unusual for people to reveal the existence
of family members, either close or distantly related, that
have not previously been considered to be affected by the
condition under investigation. Of course this approach
does not always enable one to identify the genetic and
heritable nature of the disease, especially in sporadic
cases, which in many instances represent autosomal
recessive or X-linked diseases with no known positive
family history. The fact that modern kindred are usually
small with only 1-3 offspring, compared with 5-10 in
older generations, adds to the difficulty in identifying
other affected first- or second-degree relatives.
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3.3 Aims of Present-Day Molecular
Genetic Investigations

What are usually the aims of contemporary molecular
genetic investigation?

1) Facilitation of narrowing the clinical differential diag-
nosis and confirmation or exclusion of the clinical
diagnosis or suspected disease entity

2) Presymptomatic genetic diagnosis

3) Investigation of the inheritance of a genetic predis-
position for a certain condition

4) Pharmacogenetic application (many are in place and
more are being developed)

5) Prenatal or preimplantation genetic diagnosis (PGD)

6) Investigation for basic science research purposes
within the framework of an approved clinical protocol

For 1-4 above, molecular genetic investigation and
provision of genetic results should aim at assisting clini-
cians in reaching a defined diagnosis during their differ-
ential approach and dictate the best possible therapeutic
intervention. It is equally important to be able to use the
produced data for interrupting an equivocal therapy that
had been instituted based on wrong assumptions or for
the reduction of the general morbidity and mortality or
the risk for the specific patient. Occasionally genetic
results can help to reduce the likely adverse reactions
and avoid the suffering owing to uncertainty and to avoid
drug trials and interventions that are inadequate and
destined to fail. The pharmacogenetic application aims
at preventing the under- or overdose of drugs, the acting
ingredient of which is susceptible to a metabolic pathway
by a gene product that is highly polymorphic or of a
variable enzyme genetics. Consider, for example, the
toxicity ensued when a patient is overtreated with a
medication, where its metabolism is unknowingly slowed
due to a genetic variant. There are numerous examples
of enzymes encoded by the P450 family of genes that
play a significant role for different classes of (potentially
toxic) medical substances that are administered for
treating renal conditions or for immunosuppression
aimed at preventing rejection after kidney transplantation.
A prime example is the enzyme encoded by gene P450
3A5 (CYP3A5), variants of which affect substantially the
kinetics of metabolism of tacrolimus, a frequently used
calcineurin inhibitor [10-12].

Certainly, it seems likely that molecular tests will be
implemented, which, in conjunction with collecting a
doctor’s prescription from the pharmacy store, are going
to allow personalized dose adjustments [13, 14]. These
adjustments are going to be based on genotyping related
to adverse drug reactions and side effects and will allow
the most effective class or brand of medicine among
several similar candidates to be dispensed.

3.4 Material Used for Genetic Testing

Which biological material should be used for molecular
genetic diagnostics? For purely clinical routine diagnostic
purposes, the overwhelming majority of cases require
genomic DNA that is isolated from various sources.
Most frequently, DNA is isolated from peripheral blood
mononuclear cells (PBMCs), from a whole blood sample
(typically 3—5ml), collected in the presence of EDTA as
anticoagulant. Saliva or a mouth wash, or material from
a tissue biopsy, or cells from a tissue culture that has
been established in the context of the investigation of the
patient, can be alternative sources of genetic material.
Obtaining genomic DNA could be part of a routine
clinical investigation of the patient or under an ethically
approved research program, following signed informed
consent. Once obtained, anticoagulated whole blood is
processed for isolation of genomic DNA using routine
protocols after selective lysis of the red blood cells and
removal of the proteins. Subsequent lysis of the PBMCs
allows extraction of the genomic material by a popular
salting-out procedure [15] or by older phenol/chloro-
form extraction methods [16]. The use of these organic
solvents is presently avoided in most applications unless
specific subsequent research protocols demand for it.
In present-day procedures, commercial kits containing
columns and requiring a series of centrifugations allow
easy isolation of good quality DNA. Final washes with
chilled 70% ethanol ensure removal of excess salts and
other low molecular weight inorganic molecules. Stand-
ardization of downstream procedures, most probably
polymerase chain reaction (PCR) amplification of DNA
for diagnostic purposes, requires the examination of the
concentration and the quality of the DNA isolated by
quick agarose gel electrophoresis and/or spectrophoto-
metric analysis at 260 and 280nm. The ratio of the
260/280 absorbencies should be 1.8-2.0. DNA isolation
procedures that require forcing the biological material
through the columns perhaps result in obtaining cleaner
but fragmented DNA with relatively smaller molecular
size, on average on the order of 30000—50000 Da. This
might not be an option if one wanted to proceed with
other analytical techniques, like normal Southern blotting
or pulsed-field gel electrophoresis, for detecting higher
molecular weight fragments, searching for large deletions
and insertions or DNA rearrangements. Fortunately,
nowadays the PCR technique, which can work and
amplify the sequence of interest using very fragmented
DNA as template, is used in the overwhelming majority
of molecular diagnostics investigations, very frequently
followed up by restriction enzyme digests and size
fractionation by agarose or polyacrylamide gel electro-
phoresis. Selected applications require long-range PCR
amplifications during which DNA fragments on the



order of a few thousand base pairs (e.g., 10kb) can be
obtained, followed by nested PCR amplifications of
smaller fragments. An excellent example of such an appli-
cation concerns the PKDI gene (coding for polycystin 1),
which because of existing additional homologous
pseudogenes (with up to 90% homology to its nearly 75%
5’ region at the nucleotide level) long-range PCR is a
successful approach, with the use of primers carefully
designed within regions of least homology [17-20].

In some cases, depending on the examined gene (e.g.,
very large genes with large numbers of exons) or disease, it
is probable that the geneticist might prefer to isolate and
analyze mRNA instead of DNA, provided an easy source
of expressed mRNA is available. Unfortunately not all
genes are expressed in peripheral blood leukocytes. Where
mRNA is more desirable, PCR follows after a prior step of
converting mRNA into complementary DNA (cDNA)
with the use of a viral reverse transcriptase enzyme (RT-
PCR). There is one major advantage as well as one major
pitfall when analyzing cDNA for mutations. The advan-
tage is that one limits the analysis to the spliced exonic
sequence and one is able to cover these large sequence
genes in a much smaller number of PCR reactions, cross-
ing many exon—exon junctions simultaneously. This saves
time and reagents, especially when dealing with genes of
many exons, examples of which are the autosomal domi-
nant PKDI (47 exons), the autosomal recessive PKHD1
(87 exons, coding for fibrocystin/polyductin), and the
collagen IV genes of basement membranes (48—52 exons).
The disadvantage is that this approach may miss larger
genomic aberrations such as insertions or deletions and
rearrangements. For example, if one entire allele or a large
part of it is heterozygously deleted, the patient will be
falsely diagnosed as homozygous normal (in reality being
hemizygous), because only the normal allele will be ampli-
fied and analyzed. Even with the ability nowadays to use
more readily the gold standard method for mutation
detection, which is direct DNA re-sequencing, the use of
the Sanger sequencing method may miss them. Other
techniques such as comparative genomic hybridization
(CGH) and multiplex ligation-dependent probe amplifica-
tion (MLPA) [21] are better suited to detect such genomic
aberrations. A recent example of a renal monogenic disor-
der with a genomic aberration was the identification of an
exon 2-3 duplication in the CFHR5 gene in patients with an
autosomal dominant form of C3 glomerulopathy [22, 23].

3.5 C(linical, Genetic, and Allelic
Heterogeneity

When the gene or genes at fault are known, the genetic
investigation of a patient can be a relatively simple pro-
cedure of collecting peripheral blood samples, isolating
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genomic DNA, and performing simple PCR-based
genetic tests. It is even simpler when the individual has
a known family history, for example, of ADPKD (an
inherited polycystic nephropathy with severe symp-
toms usually after the fourth or fifth decade) and belongs
to a family with a previously identified mutation, for
example, in the PKDI or the PKD2 gene. Under these
circumstances, by screening for the identical genetic
change in the previously identified exon, a molecular
genetic diagnosis can be produced within a few hours.
A negative result can relieve existing anxiety and spare
the patient from unnecessary frequent doctor visits,
while a positive result will direct the doctor to the correct
decisions for close follow-up and perhaps intervention,
either through the administration of proper medication
or otherwise. Another especially useful application of
molecular diagnostics for late-onset diseases is when
testing a living-related potential kidney donor for a
mutation that segregates in the family. Sometimes, in the
absence of confident pathognomonic features that
would enable a clear clinical diagnosis, only genetics
can provide the answer and give the green light for the
donor to donate his/her kidney.

Unfortunately in many cases things are more compli-
cated, and it is required to have a close collaboration and
exchange of information between the nephrologist and
the geneticist, who needs to be an expert in his/her field
if he/she is to be of help to the clinician. As in every other
scientific field, the good geneticist will help evaluate the
difficult cases that require multiple approaches.

The performance of a molecular test and the report-
ing of a test result, even a negative one, is an act that
demonstrates to the doctor and the person/family under
investigation that certain action has been taken up and a
worthwhile result has been produced. The issued report,
however, may give an erroneous impression especially if
it is not accompanied by adequate interpretation of the
result or if the clinician is unable to comprehend the
result and he does not seek further detailed explanation.
When a mutation is found that was previously verified
and reported by others or when a stop codon mutation
or a frameshift or splice site defect is detected, it is usu-
ally straightforward. However, if a sporadic patient with
a suspicion for cystinuria, for example, without a family
history, is investigated by DNA sequencing of the
SLC3A1I gene alone and no mutation is detected, the
diagnosis for cystinuria is still not excluded. This is
because cystinuria, as with many other inherited condi-
tions, is genetically heterogeneous and may be caused
by mutations in either of two genes—SLC3AI1 or
SLC7A9—resulting in similar phenotypes, even though
the cystine concentration in the urine of heterozygote
individuals can produce suspicion in favor of one or the
other gene (http://omim.org/entry/220100). Situations
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like this represent phenocopies because of clinical
heterogeneity, that is, mutations in more than one gene
producing the same heritable monogenic disorder, a
phenomenon which is common. Other examples include
autosomal dominant polycystic kidney disease (PKD),
autosomal dominant medullary cystic kidney disease,
nephronophthisis, renal tubular acidosis, Alport syn-
drome, Bartter’s syndrome, and steroid-resistant and
congenital nephrotic syndromes. On clinical grounds
it is often impossible to dissect out which one of the
candidate genes is at fault, even though there may be
reasonable suspicions. In ADPKD, for example, it was
shown that if there is a family history of all patients
reaching end-stage renal disease (ESRD) after the age of
70 years, this is strong indication for involvement of the
PKD?2 gene [24]. Torra et al. [25] had earlier shown that
there was increased prevalence of PKD type 2 among
elderly PKD patients [25]. However, if one is to offer a
presymptomatic molecular diagnosis for a potential
living-related kidney donor, testing of both genes is
absolutely advised for reaching a firm conclusion.

Usually the screening for mutations is focused within
the exonic coding regions and 10-20bp of the flanking
sequences that contain the invariably conserved splicing
signals. Consequently, a negative molecular test may be
attributed to other factors such as the presence of muta-
tions in gene regions not routinely searched for, such as
the promoter region, the 3'UTR or deep intronic regions,
distant from the exon/intron splice site junctions, per-
haps leading to activation of cryptic splice sites. Indicative
examples, among many, of mutations that on first sight
seem benign but proved to be deleterious, are those found
in intronic sequences: (i) the IVS1-110 single nucleotide
substitution at position 110 of the first intron of the p-glo-
bin gene, resulting in partly aberrant splicing that includes
additional sequences and partly normally spliced B-glo-
bin mRNA; (ii) the 3849 + 10kb C > T transition mutation
deep in intron 19 of the CFTR gene, resulting in inclusion
of a cryptic exon of 84 bp, responsible for cystic fibrosis;
and (iii) the exceptionally frequent recurrent synony-
mous mutation in an exon of the LMNA/C gene of lamin
A/C, which creates a cryptic splice site and results in
severe Hutchinson—Gilford progeria syndrome [26-28].

Similar scenarios apply to numerous other gene sys-
tems and heritable conditions, including genes that are
implicated in several inherited renal diseases. Examples
include mutations in the PKD1 gene where mutations in
noncoding regions cause aberrant splicing of a small
75-bp intron [29], intronic mutations in the SLC12A1
gene of type 1 Bartter syndrome [30], a missense mutation
altering the first nucleotide of PKD2 exon 6 and resulting
in aberrant splicing [31], and many others.

A particularly challenging situation concerns the
highly heterogeneous group of childhood and adoles-
cent syndromes of focal segmental glomerulosclerosis

(FSGS) that result in steroid-resistant or steroid-sensitive
nephrotic syndromes. The number of genes involved is
already large and it is more than certain that more will
be identified. It is hoped that the specific clinical or his-
tological characteristics, age of presentation or yet
other biomarkers of each one, will direct the investiga-
tions of the geneticist, a situation nevertheless that
emphasizes again the necessity for close collaboration
between the genetics laboratory and the clinic. It is
fascinating that causative mutations have been identi-
fied in genes that encode proteins located in the slit
diaphragm, or the podocyte membrane, the podocyte
cytoskeleton, or even the nucleus and the mitochon-
drion, a situation that highlights the complexity and the
interdependence of biological processes in the glomer-
ulus [32]. Recent investigations of large cohorts of fami-
lies with steroid-resistant nephrotic syndrome (SRNS)
have been revealing. Panels of 27 genes that are impli-
cated in this condition have been examined by NGS in
1783 unrelated international families, and a single
gene cause was determined in 29.5% [33]. Others
showed that NPHS2 mutations account for only 15% of
nephrotic syndrome, emphasizing again that more
genes are expected to be found in monogenic SRNS
patients [34]. Here it should be mentioned that in addi-
tion to the more traditional distinct glomerulopathy
genes that are being investigated for SRNS and FSGS,
mutations have been reported initially by our group in
the COL4A3/COL4A4 genes in a large Greek—Cypriot
cohort of patients who presented with familial micro-
scopic hematuria (MH) and the dual diagnosis of
TBMN and FSGS [35]. This fact allows the hypothesis
that the collagen IV mutations link familial hematuria
and FSGS while providing insight relating glomerular
epithelium destruction via basement membrane thin-
ning [9, 35-37]. Several other groups supported and
corroborated these results [38, 39].

The role of putative modifier genes and perhaps of
environmental factors certainly cannot be excluded (see
following text). As regards the discrimination between
steroid-sensitive and steroid-resistant patients, a recent
publication showed that neutrophil gelatinase-associated
lipocalin (NGAL) levels in urine could differentiate the
two forms of nephrotic syndrome with higher levels
correlating with disease severity in SRNS [40].

In addition to the multiplicity of genes mutated and
causing the same phenotype, allelic heterogeneity is
another level of complexity for all monogenic disorders
regardless of mode of inheritance, although there are
notable exceptions for recessive conditions with a small
number of mutations accounting for the great majority
of mutant alleles (e.g., the large deletion in the NPHSI
gene causing the Finnish-type nephrotic syndrome) [41].
Allelic heterogeneity has been invoked to explain the
variable expressivity, and many researchers have tried to



reach a genotype/phenotype correlation algorithm for
each gene. Despite the initial hopes by the scientific
community that every mutation or classes of muta-
tions would enable us easily to predict disease outcome
and prognosis and act accordingly (allelic heterogene-
ity), it turned out that we can only partially trust this
line of evaluation. It is well known, for instance, that
mutations in the PKD2 gene cause a milder form of
ADPKD compared with mutations in the PKD1 gene,
as evidenced by later age of onset of ESRD and a smaller
overall percentage of patients reaching ESRD [42, 43].
This explains, to some extent, the significant interfa-
milial clinical variability observed among the popula-
tion of patients with ADPKD but certainly cannot
explain the variability among patients with type 1 or
type 2 ADPKD and, even worse, among patients within
the same family who share the exact same mutation.
Several works attempted to address these important
issues. Magistroni et al. showed that the site of the PKD2
mutation does not play a role, while surprisingly patients
with splice site mutations appeared to have milder renal
symptoms compared with patients with other types of
mutations [44]. The group of Peter Harris at Mayo
Clinic, MN, United States, showed that mutations in the
5" half of the PKDI1 gene confer more severe disease
compared with mutations in the 3’ half. Importantly,
they also showed that mutations located further 5 of
the gene are associated with significant risk for devel-
oping intracranial aneurysms [45]. Hateboer et al. had
shown that different groups of mutations and the loca-
tion of the mutation within the PKD2 gene do influence
clinical outcome [46, 47]. Most recent work by Hwang
et al. showed in a large cohort of ADPKD patients that
PKDI1 in-frame insertion/deletion or non-truncating
PKDI mutations or mutations in the PKD2 gene have
smaller height-adjusted total kidney volume and
reduced risks for ESRD and death [48].

Promising results for genotype/phenotype correlation
have been published for other gene systems, including
the collagen IV genes, mutations in which cause X-linked
(COL4A5) or autosomal recessive Alport syndrome
(COL4A3/COL4A4). Large deletions/insertions and
gene rearrangements have been associated with earlier
age at onset of ESRD and/or with more frequent estab-
lishment of hearing loss, while glycine substitutions in
the collagenous domain have been associated with vari-
able expressivity depending on exact position along the
triple helical domain or relative to the position of natural
interruptions of the collagenous domain. However, it is
not always possible to predict the disease outcome for
the patient before you with absolute certainty. Especially
in regard to TBMN, the experience by several research-
ers has been that even within families with the same
mutation, different patients progress to kidney function
decline with different rate [49-52].
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3.6 OligogenicInheritance

To make things more complex, digenic inheritance or
even triallelic inheritance, although rare, cannot be
excluded. In cases where the clinical presentation is the
result of digenic inheritance, there is indeed an interest-
ing phenomenon that attracts added attention. This has
been documented to be the case in Bardet-Biedl syn-
drome (BBS) [53] and more recently in patients with
SRNS and Alport Syndrome where heterozygous muta-
tions in different genes account for the phenotype.
More specifically, Lowik et al. [54], in a cohort of 19 non-
familial childhood-onset steroid-resistant FSGS patients,
reported that two patients showed mutations in the
CD2AP gene, one combined with an NPHS2 (podocin)
mutation [54]. Another patient carried three mutations,
as the patient was compound heterozygous for NPHS2
mutations and heterozygous for a NPHSI (nephrin)
mutation. Yet another patient carried a de novo WT-1
(Wilms’ tumor 1) mutation that was combined with a
heterozygous NPHSI mutation, while two other patients
showed three heterozygous PLCEI (phospholipase C
epsilon 1) mutations. All aforementioned mutated genes
are expressed in the podocytes that are crucial cells for
the maintenance of the glomerular filtration barrier and
especially the slit diaphragm between interdigitating
podocyte processes. These findings, therefore, empha-
size that combined gene defects are capable of causing
FSGS and consequently complicating things for the
genetics laboratory.

Meckel syndrome (MKS) is a genetically heterogene-
ous ciliopathy where mutations in six genes have been
described. It is embryonic lethal and characterized by
polycystic kidneys, central nervous system defects, poly-
dactyly, and liver fibrosis. Genetic analysis of additional
ciliopathy candidates by exon-enriched NGS revealed a
splice donor mutation in one allele of the B9DI gene
that abolished exon 4 and a large genomic deletion that
removed the entire second B9DI allele. In the same
patient a substitution mutation (p.R2210C) was found in
another MKS gene, CEP290, thereby suggesting oligo-
genic inheritance [55].

Chen et al. screened 20 genes (15 BBS plus RPGRIPIL,
CC2D2A, NPHP3, TMEMG67, and INPPSE) for mutations
in BBS patients and found causative and probably causa-
tive mutations in ten of the genes in 46/55 families studied
(84%) [56]. Importantly, once again the authors reported
triallelic inheritance suggesting oligogenic inheritance in
Caucasian and Arabian families, thereby complicating
approaches for molecular genetic testing for diagnostic
purposes. The role of a third allele in modifying the phe-
notype rests in the borderline between the requirement for
oligogenic inheritance for disease expression and genetic
modifiers that add to the severity of already clinically
expressed diseases (see next section).
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As regards ADPKD, normally inherited as an autoso-
mal dominant nephropathy, hypomorphic alleles with
incomplete penetrance were previously shown to exert
a dose effect where two alleles were needed to cause a
phenotype. Also, it has been known for many years that
a small subset of about 1% of ADPKD patients present
with an early and severe phenotype more reminiscent
to the autosomal recessive form of PKD that is normally
caused by mutations in the PKHDI gene. A few years
back it was shown that at the cellular level ADPKD
might behave as a recessive disease because several
groups documented that the PKDI or PKD2 heterozy-
gous germinal mutations were necessary but not suffi-
cient to cause cystogenesis. Instead, acquired somatic
second hits, producing trans-heterozygosity with a
mutation on the other allele of the same gene, or even
in one allele of the other PKD gene, are necessary for
cystogenesis. The timing, the nature, and the multiplic-
ity of these second hits might clearly be important
factors in determining the age at onset and the overall
severity of disease [57-60]. More recently Bergmann
et al. showed that at least part of the variable expressivity
in patients with the ADPKD can be attributed to the
co-inheritance of mutations in multiple PKD genes,
including PKD1, PKD2, PKHDI (mutated in autosomal
recessive PKD), and HNF-1f (mutated in the renal cysts
and diabetes syndrome (RCAD)) [61]. They showed
that co-inheritance of two or even three genetic variants
is another mechanism that could explain early onset
and severe phenotypes, thereby supporting a pattern
of oligogenic inheritance. Patients with HNF-1f muta-
tions do develop cysts, among other symptoms. Finally,
digenic inheritance was shown for Alport syndrome.
Specifically, co-inheritance of two heterozygous muta-
tions in the COL4A3 and COL4A4 genes was documented
in patients who had an intermediate phenotype with
respect to the autosomal dominant form and the auto-
somal recessive one, thus reflecting the dose of the final
wild-type collagen IV triple helix [62].

3.7 ADPKD, Phenotypic Heterogeneity,
and Genetic Modifiers

Phenotypic heterogeneity exemplified as disparate
spectrum of symptoms is the norm, and it can be based
on allelic heterogeneity, nature, and position of a muta-
tion in a given gene, while more recently an additive
role is attributed to mostly unknown modifier genes.
The implication of modifier genes that somehow affect
the function or the outcome of the primary genes
through a cross-talk mechanism, which is not always
clear or apparent, has become a necessary prerequisite

for interpreting the intrafamilial variable expressivity
or phenotypic heterogeneity of many diseases. In these
cases, it is obvious that the disease inheritance is
dependent on a single gene with a defined mode of
inheritance, yet one or more genes, perhaps in concert
with environmental factors, have an effect on the
severity of symptoms or the age at onset of the disease.
In a way, even classical monogenic disorders have an
element of multifactorial or polygenic inheritance as
regards the full spectrum of clinical presentation. Fain
et al. demonstrated that up to 18—-59% of the phenotypic
expression of PKDI mutations can be attributed to
genetic modifiers [63]. A similar study by Paterson et al.
showed that for patients before reaching ESRD the
heritability of phenotypic variation was 42%, whereas
for patients with ESRD it was estimated to 78% [64].
Also, Persu et al. first and subsequently Lamnisou et al.
suggested a modifier role for an ENOS (endothelial
nitric oxide synthase) polymorphism on the age at
onset or rate of progression of ADPKD [65, 66]
(Table 3.1). However other publications had mixed
results. Finally, a meta-analysis for the role of the ACE
I/D (angiotensin-converting enzyme, insertion/deletion)
polymorphism failed to confirm any association with
ADPKD phenotype [76].

In the largest study thus far, in search for genetic
modifiers, Liu et al. studied two separate cohorts of
PKD1 patients, investigating the potential role of 173
biological candidate genes [69]. The first cohort included
794 white patients from 227 families and the second 472
white patients from 229 families. They found statistical
significance for three SNPs in the DKK3 gene that is
supposed to play a role in regulating the Wnt/p-catenin
signaling, thereby modulating renal cyst growth. The
modification was significant for eGFR as a primary out-
come but not for ESRD. The SNP with the strongest
association was rs3750940 (p =4.6 x 107°) and accounts
for only 1.4% of the total variance of eGFR. This SNP is
in partial linkage disequilibrium (LD) with the other
two, all being intronic, thereby raising the possibility
that they are in LD with another yet unknown functional
variant. These data indicate that more genetic modifiers
of eGFR and renal survival should exist with variable
contribution, which can only be detected using large
enough cohorts (Table 3.1).

The search for identifying true modifier genes has
added difficulties, similar to the ones encountered
when searching for genes implicated in polygenic
conditions. In such studies there is a need for large
patient cohorts and accurate detailed diagnosis of
patients who, after all, may develop some of the more
severe symptoms at older ages, because age-dependent
penetrance is the norm in many late-onset heritable
conditions.
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Table 3.1 Genes with evidence that they modify the disease outcome of monogenic renal conditions.

Gene (protein) Renal disease Modifying effect Significance Reference
RPGRIPIL (retinitis Ciliopathies: Meckel-Gruber Retinal p=7.35E-05 [67]
pigmentosa GTPase syndrome, Joubert syndrome, degeneration
regulator interacting Bardet—Biedl syndrome, Senior—
protein-1 like) Loken syndrome, nephronophthisis
AHI1 Nephronophthisis Retinal p=5.36E-06, [68]
degeneration RR=7.5
DKK3 (Dickkopf 3) Autosomal dominant polycystic Lowers age of p=46x10"° [69]
kidney disease ESRD onset

ENOS (endothelial nitric Autosomal dominant polycystic Lowers age of p=0.006 [65, 66, 70]
oxide synthase) kidney disease ESRD onset p=0.048

p=0.018
ACE (angiotensin- IgA nephropathy Progression to p<0.001 [71]
converting enzyme) CKD (Confirmed by at least 7

more publications)

NPHS2 (podocin) TBMN, familial hematuria Proteinuria, CKD p<0.05 [72-74]
HBEGF 3'UTR target CFHR5 nephropathy Proteinuria, CKD p=0.038 [75]

for miRNA
miR-1207-5p

IgA nephropathy is not a monogenic condition, but it is included based on the strong association found by several studies.

3.8 Collagen IV Nephropathies,
Genetic and Phenotypic Heterogeneity,
and Genetic Modifiers

Mutations in COL4AS5 are known to cause the classical
X-linked form of Alport Syndrome, a hereditary
progressive glomerulopathy, usually with onset in
childhood and adolescence. In addition to characteris-
tic histological findings, 82.5% of male patients develop
sensorineural hearing loss, and a minority of 44% of
patients develop ocular abnormalities, in the form of
dot and fleck retinopathy and anterior lenticonus.
Interestingly though, a subset of patients follow a more
benign course, more reminiscent to TBMN rather than
Alport. These patients develop ESRD at ages after 40
or even 50 years and may or may not develop hearing
loss or ocular defects. Several studies attempted to
explain this heterogeneity by attributing the variable
phenotypes to the nature and position of the COL4A5
mutation [51, 77-81].

Gross et al. [50] proposed the following classification
of phenotypes of X-linked Alport patients:

a) Type S (severe), characterized by juvenile-onset ESRD
(~20vyears of age), 80% incidence of hearing loss and
40% incidence of ocular lesions. This classical picture
is caused by large rearrangements, premature stop,
frameshift, donor splice site, and mutations in the
carboxy-terminal non-collagenous globular NC1
domain.

b) Type MS (moderate—severe), including patients that
progress to ESRD at age ~26 and present lower fre-
quencies of the extrarenal manifestations, implicating
non-glycine missense mutations, glycine substitutions
in exons 21-47, and in-frame and acceptor splice site
mutations.

¢) Type M (moderate), associated with glycine substitu-
tions in exons 1-20 and characterized by late-onset
ESRD (after the age of 30), 70% hearing loss, and less
than 30% ocular lesions.

Bekheirnia et al. [49], in a large cohort of US patients
with X-linked Alport, support the proposition of Gross
et al. [50] that the most aggressive phenotypes are caused
by truncating mutations, large and small deletions, and
splice mutations; however they make the point that the
position of Gly-X-Y mutations may not always predict
the age of onset of ESRD [49]. Additionally, in a work
where we evaluated male patients with COL4AS5 glycine
substitution mutations in the collagenous domain, we
showed that the age at onset of ESRD decreased with
increasing number of side-chain carbon atoms in the
substituting residue (r*:0.1362; p:0.0017) [52].

Notwithstanding the aforementioned findings, there
are reports, including recent work from our laboratory,
describing mutations in COL4A5 that are associated
with milder phenotypes that are not easily recognized as
X-linked Alport syndrome, even when the inheritance is
suggestive of this diagnosis [82-87]. Prime examples
among several are the mutations p.G624D and p.P628L
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in COL4AS5 that were described in Caucasian patients of
several centers. In our setting, onset of ESRD varied
from 30 to 57 years in seven males. In a Hellenic family,
GR4209, a male patient reached ESRD at the age of 39
with sensorineural hearing loss. Another affected male
showed hematuria and proteinuria accompanied by
sensorineural hearing loss, but his serum creatinine was
normal at 1.03mg/dl, at the age of 30 years. In another
family GR4211, two brothers carry the mutation, one of
which reached ESRD at 50 years without hearing loss,
with FSGS on biopsy and uniform thinning of the glo-
merular basement membrane (GBM) that included focal
splitting. His brother is proteinuric with mildly reduced
GER and no hearing loss at 55 years. No EM results are
available. All findings in these families differed from classic,
adolescence onset, and adult type X-linked Alport. Both
mutations are near the 12th natural interruption of the
collagenous domain of COL4AS5, which is of G1G type
and is converted to G4G type, a fact we hypothesized may
explain the milder course of disease, as it may affect less
drastically the triple helix formation and the structural
function of the collagen IV mature trimer [83, 84]. It is
interesting to note that mutation p.G624D may represent
an old founder effect because it has been reported in
several populations of Caucasian origin, including seven
Greek families ([84, 88] and unpublished results).

Another striking example of the wide spectrum of
symptoms caused by mutations in the same gene is the
one involving mutations in genes COL4A3/COL4A4 on
chromosome 2q36-37 that encode the alpha 3 and alpha
4 chains of GBM collagen IV molecules. Homozygous
or compound heterozygous mutations in either of these
genes cause classical full-blown autosomal recessive
Alport syndrome whereas heterozygous mutations were
shown and considered to be responsible for benign
familial MH, most of the times an isolated symptom, as a
consequence of TBMN [89-92]. Apart from occasional
episodes of macroscopic hematuria and low-grade pro-
teinuria, heterozygous patients have been considered to
follow a benign course with excellent prognosis. Earlier
reports had alluded to patients who had developed more
severe glomerulopathy in the presence of TBMN, but no
molecular testing had been performed to document the
cause of TBMN [93]. More recent work in our laboratory
described a large cohort of Greek—Cypriot families with
TBMN that segregated heterozygous mutations in the
COL4A3/COL4A4 genes. One mutation, COL4A3-p.
G1334E, is a founder with more than 150 carriers.
Among 228 Greek-Cypriot patients, nearly half of
patients will experience a reduction in their glomerular
filtration rate of variable degree by the age of 70 years,
while 30% of them will progress to ESRD, a fact that
clearly challenges the formerly thought benign nature of
the disease, at least in this cohort [35, 37, 94, 95].

Based on selected renal biopsies from patients who
had developed proteinuria and kidney function decline
in the studied families, the cause of the severe kidney
function impairment was focal and segmental glomeru-
losclerosis, thereby satisfying a dual diagnosis [35]. This
obscure finding cannot be explained by the kind of the
mutation as 134 of the patients share the same exact het-
erozygous mutation in the COL4A3 gene, p.Gly1334Glu
(substitution of glycine by glutamate), as a result of a
strong founder effect (Figure 3.1a). Consequently, it was
reasonable to hypothesize the putative effect of a modi-
fier gene (or genes) that when co-inherited with the
aforementioned mutation predisposes a subset of these
patients to a more severe clinical outcome and chronic
kidney function decline. It was also reasonable to assume
that the putative modifier might be a gene playing a role
in the glomerular filtration barrier environment, affecting
the podocyte supporting function. Without knowledge
about the identity and the exact role of putative genetic
modifiers that somehow predispose to more severe
phenotype, it is impossible to make predictions of the
phenotype of a monogenic disorder, which is primarily
caused by a causative mutation in a responsible gene.

To this end we set out to investigate the putative role
of a previous suspect, the p.Arg229GIn variant in the
podocin (NPHS2 gene) that was shown to predispose to
proteinuria on the background of TBMN and to microal-
buminuria in the general population [72, 96]. We should
also mention that Kottgen et al. [97] did not corroborate
any significant association between p.Arg229Gln and
eGFR in either white or black individuals, while
Franceschini et al. [98] had concluded that the same
variant confers a nonsignificant increased risk for FSGS
by 20-70%, in European descent populations, based on a
very detailed review and meta-analysis.

We used a cohort of 147 patients with a familial form
of MH, of whom 102 had TBMN and 45 had C3 glomer-
ulopathy as a result of CFHR5 nephropathy (see next
section), all with known mutations. The patients were
categorized as “mild” or “severe,” based on the presence
of microhematuria only, or proteinuria and renal impair-
ment. Nine p.Arg229GIn carriers were found in the
“severe” category and none in the “mild” (p=0.010 for
genotypic association; p=0.043 for allelic association,
adjusted for patients’ relatedness), thus supporting the
possible contribution of 229GIn allele in disease pro-
gress. These results offer more evidence that in patients
with familial hematuria, NPHS2- p.Arg229GlIn predis-
poses to proteinuria and ESRD. Subsequent work in our
lab corroborated this finding and implicated the role of
another NPHS2 variant, p.Glu237Gln, as predisposing
to more severe disease when co-inherited on the back-
ground of TBMN in our cohort. This series of experi-
ments was supported by cell culture functional studies
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Figure 3.1 (a) The thin basement membrane nephropathy (TBMN) genetic map of Cyprus. Shown are villages and cities where 26 families of
TBMN have been detected so far. All patients carry founder mutations in the COL4A3/COL4A4 genes. Families in villages shown with blue dots
carry the founder mutation in the COL4A3 gene, p.G1334E. (b) The CFHR5 genetic map of Cyprus. Shown are 12 villages where 23 families of
CFHR5 nephropathy have been detected. All patients carry the same CFHR5 exon 2-3 duplication, as a result of a founder effect.
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that showed that these two NPHS2 variants interfered with
normal trafficking of podocin and nephrin, demonstrating
perinuclear staining. Immunoprecipitation experiments
showed stronger binding of mutant podocin to WT
podocin or nephrin, thus adding support for their negative
effect when co-inherited with COL4A3/A4 mutations [99].

In conclusion, these two variants, p.Arg229Gln and
p-Glu237GlIn, may be good prognostic markers for young
hematuric patients, predicting future progressive kidney
function decline on long follow-up, through the develop-
ment of FSGS [9]. These findings, however, make only
one piece of a larger puzzle, because we found these vari-
ants in only 10.6 or 8.5% of the severely affected patients
[73, 74]. Clearly, therefore, there are more gene modifiers
expected to be found, likely genes encoding for compo-
nents or regulators of the glomerular filtration barrier,
the damage of which creates the preconditions for loss of
protein, admittedly a grave development.

3.9 CFHR5 Nephropathy, Phenotypic
Heterogeneity, and Genetic Modifiers

As a first line of defense against pathogens, the comple-
ment system constitutes a significant part of innate
immunity in humans. While the classical complement
system requires immune complexes that act as the
triggers for its activation, the alternative complement
pathway requires no immune complexes, is independent
of the presence of antibodies, and may be active on a
permanent basis. Recognition that in CFHR5 nephropathy
a mutation in the CFHRS gene is responsible for familial
C3 glomerulonephritis has suggested that this gene plays
an important role in regulation of the alternative com-
plement pathway in the kidney [23, 100].

This new hereditary form of MH had been described
before, but its hereditary nature and pathophysiological
connection to the complement alternate pathway system
had not been recognized [101-103]. Similarly, in regard
to its histology, mesangial C3 glomerulopathy has been
known at least since 1980 from published reports in
Europe and Japan, while more recently, loss-of-function
mutations in important regulatory proteins such as CFH,
complement factor I, and membrane cofactor protein
have been detected in patients with inherited nephropa-
thies characterized by isolated C3 mesangial and sub-
endothelial deposits [104—108]. There may be also mild
mesangial proliferation, and it may or may not be
accompanied by mild membranoproliferative glomeru-
lonephritis (MPGN). In fact, Abrera-Abeleda et al. first
tried to associate DNA variations in the CFH and the
CFHRS5 genes with MPGN type II (also known as dense
deposit disease (DDD)) [104]. No clearly pathogenic
mutations were reported.

The association of CFHRS5 mutations with this familial
form of MH was the occurrence of two parallel events.
The first was that D. Gale, then a research fellow taking
off from his residency in Nephrology at UCL, embarked
on the study of a few patients of Cypriot origin living in
London whom he encountered in clinical practice and
who were observed by the histopathologist T. Cook to
manifest a highly unusual form of familial glomerulone-
phritis. The second event has been the ongoing collec-
tion of samples and preparation of a DNA biobank from
Cypriot families with inherited kidney disorders, at the
Laboratory of Molecular and Medical Genetics and more
recently at the Molecular Medicine Research Center of
the University of Cyprus, by our group [22, 23].

The index patient and affected relatives with the disease
presented with MH as well as episodes of macroscopic
hematuria following upper respiratory tract infections
(a pattern termed “synpharyngitic macroscopic hematu-
ria”). Based on this presentation it was reasonable to
suspect IgA nephropathy that however was rejected based
on renal biopsy results, which did not show glomerular
deposition of IgA. Additionally, IgA nephropathy is spo-
radic in the overwhelming majority of cases. Some familial
cases have been reported and a locus has been mapped,
although no gene has been cloned as yet [109].

Histology showed that the biopsies were highly unusual:
there was mild MPGN, also referred to as mesangiocap-
illary glomerulonephritis, with slight increase in mesan-
gial cells and matrix. Some cells had slight capillary wall
thickening. The EM showed subendothelial GBM electron-
dense C3 deposition. Importantly, there was no deposition
of immune complexes. It is worth mentioning that not all
the biopsies in CFHR5 nephropathy actually show
MPGN (Figure 3.2) (see also [110]).

These appearances, which are now termed C3 glomer-
ulonephritis, implicated dysregulation of the comple-
ment alternative pathway [23]. Molecular investigation
of this potentially monogenic disorder was commenced
in the initial two families in whom there was autosomal
dominant inheritance of the disease (Figure 3.3). Initial
molecular studies resulted in identifying a copy number
variation in the CFHRS gene, where exons 2-3 were
duplicated in all patients and in none of healthy family
members or a number of other healthy subjects. Further
extensive investigation in London and Cyprus identified
23 families in total, thus far, with >150 affected subjects
and clear autosomal dominant segregation of the con-
dition. This specific mutation appears to be endemic to
Cyprus [22]. For the sake of completeness, only very few
other hereditary C3 glomerulopathies have been described
in other populations, in small nuclear families, some with
a mutation involving the CFHRS [111].

The largest family is CY5308 with 37 mutation carriers,
and this mutation represents yet another strong founder
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Figure 3.2 (a) Patient with CFHR5 nephropathy. Light micrograph from a representative kidney biopsy in family CY5308 stained with PAS
showing mesangial hypercellularity (arrows) (x400). (b) Immunofluorescence from a representative kidney biopsy in family CY5308
showing diffuse granular C3 staining on the mesangium and capillary wall. (c) Electron micrograph from a representative kidney biopsy in
family CY5308 showing the presence of subendothelial deposits (SD) as well as mesangial deposits (MD). A red blood cell (RBC) is seen in
Bowman'’s capsule (x8000). Source: Athanasiou et al. [22]. Reproduced with permission of American Society of Nephrology.

phenomenon in Cyprus (Figure 3.1b). This inherited
glomerulopathy is characterized by impressive variable
expressivity, exemplified as a broad spectrum of symp-
toms in the cohort of the patients. There is clear evidence
for reduced penetrance, 90%, as 14 of 136 patients tested
are negative on urine findings. 59% of the patients have
hematuria only, 4% hematuria and proteinuria but no
kidney function decline, and 50% (30/61, 24 M) of patients
over 50 years have progressed to renal impairment. In
total, 19 patients reached ESRD (14%), 16 of them, all
males, after the age of 50 years. It is of great interest that
of all 19 patients who progressed to ESRD, only 3 (16%)
are females. It is also interesting that all males who pro-
gressed to ESRD had demonstrated episodes of macro-
scopic hematuria during childhood and adolescence after
upper respiratory tract infections. This was indeed a

finding that complicated the clinical diagnosis as it was
occasionally confused with IgA nephropathy that also
presents with episodes of synpharyngitic macroscopic
hematuria, associated with infection and pyrexia [22].
Similarly to TBMN, CFHR5 nephropathy is a progressive
later-onset disease, as patients who carry this mutation
in CFHRS are nearly asymptomatic until the age of
about 30 years, with only isolated MH or negative urine
findings. After the age of 30, proteinuria develops in
most patients, and once this occurs, patients may pro-
gress to kidney function decline [22, 23]. It is presently
unknown what protects women from reaching a more
severe phenotype. This great phenotypic heterogeneity
observed among patients within same families is hypoth-
esized to be attributed to unknown modifier genes and
perhaps environmental factors. A couple of candidate
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Figure 3.3 Pedigrees of the two original Greek-Cypriot families segregating CFHR5 nephropathy that were described in London.

Source: Gale et al. [23]. Reproduced with permission of Elsevier.

modifier genes are under investigation in our laboratory
in Cyprus at the Molecular Medicine Research Center.
We recently reported our evidence that the glutamine
variant of the p.Arg229GIn podocin (NPHS2) mutation
may act as a high-risk genetic factor predisposing
patients with familial hematuria (TBMN or CFHR5
nephropathy) to a more severe disease [74]. We had
similar findings for another genetic modifier, this time a
polymorphism in the target sequence of miRNA gene
hsa-miR-1207-5p, in the 3" UTR of HBEGF (miRSNP
C1936T, rs13385) [75]. Importantly, its significance was
demonstrated by functional studies in undifferentiated
cultured podocytes and by association studies in two
cohorts of patients. Specifically, in the presence of a
mimic for miRNA hsa-miR-1207-5p, there was down-
regulation of the HBEGF expression, judged by Western
blot analysis. This was corroborated by the use of lucif-
erase sensor constructs of both alleles, where the 1936 T
allele demonstrated abrogation of miRNA binding.
Most interestingly, the 1936T allele was shown to act as
a genetic modifier, as it was genetically associated with a
higher risk for progression to severe renal disease in the
presence of a primary glomerulopathy, C3 glomerulone-
phritis. The exact mechanism by which HBEGF can alter
disease phenotype is currently unknown. However, we
hypothesize that the role of HBEGF in proliferation and
fibrosis of mesangial cells is very critical to this end [75].

3.10 Unilocus Mutational
and Phenotypic Diversity (UMPD)

We first referred to this phenomenon in 1993, in an
attempt to describe the situation where allelic mutations
in the same gene resulted in so diverse and distinct phe-
notypes that they were described with a different clinical
diagnosis, if as though they represented diverse disease
entities [112, 113]. An overlap in symptomatology is not
entirely excluded.

Based on the previous sections, it should be no surprise
to have patients with mutations in the same gene present-
ing with same diagnosis and symptoms fitting on a broad
spectrum of diverse phenotypes. However, it is intriguing
to have patients with mutations in the same gene present-
ing with overlapping phenotypes and disparate clinical
diagnoses. Put another way, the phenomenon of unilocus
mutational and phenotypic diversity (UMPD) is the
extreme exhibition of variable expressivity.

A good example of this phenomenon in nephrogenet-
ics is the MCKD?2 gene (coding for uromodulin), where
patients carrying mutations can present with one of
three rare renal autosomal dominant conditions, those
being medullary cystic kidney disease type II [114],
familial juvenile hyperuricemic nephropathy (HNFJ1)
[115], or glomerulocystic kidney disease [116]. In HNFJ1,



Bowman'’s space is dilated forming cysts and glomerular
tuft collapses. Predominant features of HNFJ1 resemble
MCKD?2, with hyperuricemia-associated gouty arthritis
and early progression to renal impairment [117]. The
major clinical manifestations of glomerulocystic kidney
disease are reduced fractional excretion of uric acid,
while there is impaired urine concentration ability of
the kidneys, which either appear hypoplastic or have a
normal size [118]. Based on overlapping features though,
Scolari et al. suggested referring to these conditions as
“uromodulin storage diseases,” as uromodulin is shown
to be retained in the endoplasmic reticulum and perhaps
demonstrating a major role in determining tubulointer-
stitial fibrosis and renal impairment [119]. A similar
suggestion had been done earlier by Hart et al., who
based on the fact that MCKD2 and HNF]J1 are allelic dis-
orders they designated them as “uromodulin-associated
kidney diseases” [115]. More recently, a Kidney Disease
Improving Global Outcomes (KDIGO) consensus report
grouped these conditions under a common heading that
includes additional diseases, as “Autosomal Dominant
Tubulointerstitial Kidney Disease (ADTKD)” [120].

Another, even more radical example is the complement
factor H (CFH) gene, a major regulator of the alternative
pathway of complement [121]. Depending on the loca-
tion and nature of the mutation, the phenotype can range
from DDD (formerly considered as a form of MPGN II)
to atypical hemolytic uremic syndrome (aHUS) or basal
laminar drusen. Also, mutations in the same gene have
been documented to confer a significantly increased
predisposition and high risk for an ocular condition of
late onset, the age-related macular degeneration (AMD).
High risk for AMD is specifically conferred by a substitu-
tion at amino acid residue 402 from histidine to tyrosine
(His402Tyr) [122, 123]. DDD and aHUS certainly have
overlapping features; however the clinical differences are
striking, the cardinal symptom of DDD being the deposi-
tion of complement C3 in the GBM and the cardinal
symptoms of aHUS being thrombotic microangiopathy
and thrombocytopenia. Most mutations resulting in
aHUS are crowded in the short consensus repeats toward
the carboxy-terminal end of the protein [124].

Collagen IV nephropathies are caused by mutations in
the collagen IV genes (see previous section). Specific
mutations in COL4A3/COL4A4 result in TBMN and
MH since childhood, with a varying likelihood for
progressing to kidney function decline and even ESRD.
In fact some authors refer to these severe heterozygous
cases as autosomal dominant Alport syndrome, mostly
without extrarenal manifestations. Also, a large series of
patients from Cyprus was reported where there was a
dual diagnosis of TBMN and FSGS, as a cardinal histo-
logical feature. Equally important is the finding of male
patients with hypomorphic COL4A5 mutations who
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develop a much milder form of Alport syndrome and
very late age at onset of ESRD, mostly presenting as a
phenocopy of TBMN.

On the opposite end, Becknell et al. [125] reported on a
large American family with mutation p.Phe222Cys in the
COL4AS5 gene, where male patients presented with a novel
severe glomerulopathy that rapidly progressed to ESRD
at 10-22 years old. The mutation was within a G4G
interruption of the collagenous domain, substituting a
conserved phenylalanine residue, thereby attributing an
unknown functional role. Interestingly, the authors
emphasize the absence of typical Alport syndrome clinical
and biopsy findings. The symptoms included proteinuria
and variable hematuria, while the biopsy showed global
and segmental glomerulosclerosis, mesangial hypercel-
lularity, and GBM immune complex deposition, quite
unusual for Alport. There were no typical Alport biopsy
findings such as GBM alternate thinning and thickening
nor any GBM splitting and lamellation.

Possible explanations for these extreme phenotypes
that support the UMPD as a phenomenon arising from
allelic mutations could be that responsible mutations
occur in distinct functional domains with disparate inter-
acting partners, perhaps relating to posttranslational
modifications of the domains harboring the mutation, or
contribution of confounding defects and genetic modi-
fiers in different patients. Take into consideration, for
example, a recent review publication by Parkin et al., who
presented the interactome of collagen IV, where they
described the various domains and the multiple interacting
partners of the protein moieties [126].

Finally, an exemplified system of UMPD is the one
related to mutations in the lamin A/C gene. Here, different
mutations have been found in patients with a clinical
diagnosis as disparate as Hutchinson—Gilford progeria
syndrome and several neuropathies or lipodystrophies
or even cardiac defects, collectively referred to as lami-
nopathies, not to be discussed in this chapter [127].

3.11 Next-Generation Sequencing (NGS)

During the past few years, there has been a great
competition and a race for achieving what until recently
was totally unimaginable, that is, the $1000-genome
sequencing. The objective has been to enable the
sequencing of one’s entire human genome with a cost
under $1000 within a few days, with trusty worthwhile
results [3]. In addition to its usefulness in numerous
research settings, this technology has already revolu-
tionized clinical diagnostics regimens. Useful applica-
tions are going to be to determine one’s overall morbid
genetic load at birth or search for new mutations in
unknown genes or search for mutations in one of several
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candidate genes owing to extreme genetic heterogeneity,
where tens or hundreds of coding exons will need to be
analyzed. Consider, for example, a case of nephronoph-
thisis or BBS or inherited nephrotic syndromes, with
more than 10-30 genes implicated in each. This massive
and robust approach will clearly be beneficial although
in cases of WGS or even WES the complexity of the
derived data requires time-consuming and expensive
software for analysis. In most diagnostic scenarios, the
genes at fault are known beforehand, and in many fre-
quent autosomal recessive conditions, the repertoire of
existing causative mutations is also known in the popula-
tions under study. In fact, in the overwhelming majority
of such cases, there are well-established protocols for
mutation detection. Practically speaking therefore,
knowing one’s population under study and the previous
determination of the mutation repertoire is of clinical
utility in the clinical routine environment, making NGS
more of a research, at least for the present, that the
logistics are still complicated [3].

There are, however, numerous occasions where specific
panels of genes, implicated, for example, in inherited
kidney disorders, have been verified and are in use for
diagnostic purposes. Such panels concern Alport syn-
drome and collagen IV nephropathies [5, 6, 128], nephrotic
syndrome [33, 129], congenital anomalies of the kidney
and urinary tract (CAKUT) [130], and others. The same
reservations are applied here in regard to identifying and
verifying the disease-causing variants, distinguishing them
from neutral variants with the help of comprehensive
DNA variant databases, robust bioinformatics approaches,
and deep knowledge of human genetics.

In this respect, WGS will certainly reveal thousands
of DNA variants of unknown functional significance.
In the effort to document the pathogenic nature of a
DNA variant in the absence of trusty robust functional
tests, certain axioms need to be satisfied: the presence of
the variant only in affected members in a family and in
no healthy subjects (occasions of incomplete penetrance
are exceptions) and the absence of the variant in 50-100,
if not more, subjects of the general population. It is
well known though that not all patients belong to large
families with additional patients. Especially for rare
monogenic recessive conditions, most patients repre-
sent sporadic cases, making things even more intricate.
In the case of pathogenic variants linked to recessive
conditions, things are not clear because they may be of
high population frequency in healthy heterozygous
carriers. Several software are useful and supportive in
assessing the functional significance when consider-
ing the nature of a single nucleotide substitution, but
one can never place absolute confidence in them because
there are many exceptions. Such software in use are the
following:

SNPs3D: http://www.ncbi.nlm.nih.gov/pubmed/16551372

CLC Bioinformatics Database: (http://www.clcbio.com/
index.php?id=1243)

SIFT: www.ncbi.nlm.nih.gov/pmc/articles/PMC168916/

MutationTaster: http://www.mutationtaster.org/

A word of caution deserves to be mentioned on the
fact that even though the actual determination of the
DNA sequence has become or is becoming available
with acceptable cost, the analysis of the results is still a
complex, expensive, and highly demanding task by a
number of bioinformatics experts. Hopefully, new elec-
tronic and software tools will make it easier and allow it
to enter clinical practice sooner than anticipated. In
regard to research, the impact upon it is enormous, and
recent publications described elegant work that included
a combination of technologies for studying clear cell
renal cell carcinoma, including single-cell WES [131, 132].
The complexity of tumor DNA variation at single cell
level could only be effectively investigated with technol-
ogies such as NGS, thereby deriving useful and decisive
new information pertaining to tumor initiation and
progression. The scientific society should not disregard
that NGS results and interpretation will be accompanied
by important social, ethical, and legal dilemmas, and
therefore appropriate measures and studies will need to
be undertaken when implementing this revolutionary
technology as a routine diagnostic or prognostic tool.
Associated with this development is the issue of incidental
findings whereby laboratory people who are searching
for mutations in specific genes find important actionable
mutations in other genes that are responsible for severe
phenotypes. Several papers have been published that
offer solutions to these dilemmas, but apparently one
safe approach is informing all concerned beforehand and
signing an informed consent, stating whether the inter-
ested party wish to know of such findings (see, e.g., the
relevant position of the American College of Medical
Genetics and Genomics) [133].

3.12 Conclusions

The molecular genetic approach is a very strong tool in
the armamentarium of modern science; in many cases
it can work on its own and provide confirmation of the
clinical diagnosis or dispute and even reject the clinical
diagnosis. However, in most cases the combination of
the clinical data and the guidance the geneticist can
have from the clinician will save money, time, and
effort. An early biopsy, when indicated, could be of
paramount importance in designating candidate genes
to analyze or preclude others. At the same time, either
in the presence or the absence of a biopsy, from the



practical point of view, once a causative mutation is
found, other members of the family will be readily
tested in a targeted manner, thereby avoiding addi-
tional invasive procedures for diagnostic purposes.
And let us not forget that a negative molecular out-
come upon testing a subject at risk of developing a her-
itable disorder later in life is of equal significance to
identifying a positive result, both from the medical and
the ethical perspective.

The previous work of others as well as our work proves
once again the benefit a whole society can derive from
genetics studies that identify likely common mutations
in the respective populations we serve. Knowing the rep-
ertoire of mutations in the gene pool under study facili-
tates tremendously the genetic diagnosis, while the
identification of a causative DNA defect may obviate the
need for another biopsy.

The last word of this chapter is dedicated to the genetic
modifiers that are arising as new promising factors to
explain part of the variability observed in nearly all
genetic disorders, so much for the monogenic as well as
the multifactorial. Despite all the problems and the com-
plexity of biological systems, one wishes that at least in
some cases common variants will be identified that will
prove to confer a strong modifying effect and hopefully
better personalized treatments will be designed or dis-
covered in the near future. The identification of such
likely modifiers is now becoming easier based on newer
more robust technologies that make research discovery
faster, cheaper, and more effective. We anticipate that in
the near future all this information on potential modifi-
ers as well as the knowledge on pharmacogenetics appli-
cations will find their way into the general medical
practice for the benefit of patients.
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2.1 Introduction

Basic medical research allows development of new
therapeutic modalities and requires the use of human
biomaterials. Since the development of new therapeu-
tics involves clinical trials, an issue of moral limits and
ethical norms appear, which need to be considered,
when experiments with patients and healthy individu-
als are planned.

Clinical trials involve not only research-oriented
physicians but also experts from the laboratories, the
pharmaceutical industry, and developers of medical
devices. There is a consensus among all these groups
involved in medical research about the necessity of
development of new diagnostics and therapeutics;
however the opinions, whether a study is still ethically
acceptable, may differ. The knowledge of the benefits
versus risks, to which the enrolled study individuals
are exposed, plays a big role in shaping the opinions
on ethical issues. Although it may suffer from lack of
objectivity, each opinion is relevant and shall be
respected, as it represents moral values of a person
stating it.

Three aspects of medical research will be discussed
hereby:

1) Brief historical derivation to the ethical guidelines in
medical research

2) Biobanking: definition, role, and guidelines of national
and European biobanks

3) Fundamentals and tasks of ethics committees in
research with biobank materials

+ Died 15 October 2016.

2.2 Brief Historical Derivation to the
Ethical Guidelines in Medical Research

Brigitte Lohff

Over the past decades it has become increasingly common
that an approval by an operationally independent ethics
commission must be obtained before starting any clinical
study. Many clinical trial applications, which are submitted
to the competent ethics commission, refer often to the
Declaration of Helsinki. Indeed this declaration was
adopted at the 18th General Assembly of the World
Medical Association (WMA) in June 1964 in Helsinki,
Finland. In the last 50 years it has been revised several
times. The additions and adaptations aimed to adjust it to
the current state of medical research [2]. The goal was to
consider the development of research-based medicine and
to unify the different national and international standards.
Currently any clinical research must agree with the guide-
lines of the 7th revision of the Declaration of Helsinki,
signed in Fortaleza, Brazil, in 2013 [3].

Meanwhile gaining an approval by an ethics commission
to perform a clinical study has become standard. Yet, it is
often unclear why an approval of the respective ethics
commission needs to be obtained for studies involving
human materials from biobanks and how long obtaining a
permission to perform such studies takes place and why
doctors have agreed worldwide in June 1964 to evaluate
clinical research not solely based on scientific criteria but
also on ethical criteria. This can be understood only when
considering the recent history of tests on humans, having
taken into account Germany in particular [4].
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2.2.1 1900: Directive to the Head of the Hospitals,
Polyclinics, and Other Hospitals

Since the end of the nineteenth century, a public contro-
versy had begun whether a physician without any restric-
tion and alone can decide on carrying a study with
patients to satisfy his scientific interests or curiosity [5].
Initially medical doctors sought to find answers to such
questions like the route of infection in infectious diseases
or whether cancer can be transmitted by cells with onco-
genic phenotype. On the one hand, the doctors’ freedom
allowed promising innovative experiments, such as with
“immunization” of sick and healthy people. On the other
hand, it resulted in many futile experiments, including
those of the Breslauer dermatologists Albrecht Neisser,
who infected children and prostitutes with syphilis, in
order to test on them blood serum used previously
against diphtheria.

In 1900 a collection of essays and newspaper articles
appeared under the title “Poor people in the hospital”
about the unimaginable inhuman experiments in hospitals.
The subsequent public debate led to a first “Instruction
to the head of the hospitals, polyclinics and other hospi-
tals” (1900 12. 29.) by the Prussian Ministry of Culture [1].
The following rules were established:

e Medical investigations are permitted only for diagnostic
and immunization purposes.

e Minors or not qualified for legal acts persons have to
be excluded from experimental medical procedures.

¢ Patients who do not declare consent cannot be included.

e The same applies if no proper instructions on adverse
consequences were given to the patients.

o Such interventions may be only performed by the head
of a clinic or authorized by him/her.

2.2.2 1931: Guidelines for Novel Medical
Treatments and Scientific Experimentation

The 1900 issued instructions were ineffective and not
implemented by the medical professionals. The experi-
ments with mentally and physically disabled children and
socially disadvantaged and excluded people were not
stopped. So finally, on February 28, 1931, the Reich
Ministry of the Interior formulated “Guidelines for novel
medical treatments and scientific experimentation” These
guidelines were published in the widely read by medical
doctors’ journal Deutsche Medizinische Wochenschrift
[12]. Since these guidelines were—as Gabriele Moser
could prove—published in 1935, 1938, and 1942 in the so-
called doctor’s etiquette, they were supposed to apply over
the period of Nazi dictatorship [8, p. 193]!

In these guidelines, a clear distinction between thera-
peutic trial and medical test was made for the first time.
It was also made clear that medical tests are necessary.

In addition, the directive from 1900 was supplemented
with the following points:

o Tests must always be carried out according to the prin-
ciples of medical ethics.

e New therapies must have been previously tested in

animal experiments.

There must be the consent of the person concerned.

Social hardship must not be exploited.

Records of the tests must be prepared.

The publication of the results should not infringe upon

the rights of the sick.

e Experiments on children and adolescents as well as the
dying are not permitted.

2.2.3 1947:The Nuremberg Code

It is clear that the guidelines from 1931, which aimed to
strengthen the rights of patients and to instruct on ethical
standards on the part of the doctors, were not followed in
the years 1933-1945; on the contrary these guidelines
were repeatedly and intentionally violated [7]. The
Nuremberg doctors’ trials (October 25, 1946—August 20,
1947) revealed that various experiments were planned and
carried out with inhuman cruelty by hundreds of doctors,
nurses, and assistants at the concentration camps and
children’s and psychiatric hospitals. Parts of the verdicts of
Nuremberg trials 1947 comprised criteria for “permitted
medical experiments” This formed the basis of medical
discourse in the postwar period.

The Nuremberg Code [9, 15] introduced, in addition
to those named already in the former directives, new
points to prevent the permanent violation of fundamen-
tal rights of the human subjects or patients:

e The necessity of a voluntary consent of the person
before enrollment in the study.

o Clear definition of the nature, length, and purpose of
the trial.

o All measures to avoid unnecessary physical and mental
suffering/injury of the subjects must be undertaken.

e A subject can stop participating in the trial at any time.

o Tests shall be conducted only by scientifically trained
staff.

2.2.4 1964:The Declaration of Helsinki

It took a few more years with occurrences of violations of
human rights in the medical context until an interna-
tional agreement was signed to adopt binding guidelines
for the doctors and all personnel involved in biomedical
research.

Looking back, the historical experience had shown
that a commitment of the medical profession to abide by
basic ethical values in research involving human subjects



is not an obvious matter [6]. The Declaration of Helsinki
1964 became the first internationally recognized regu-
latory framework with ethical principles for medical
research involving human subjects [14]. Based on the
Nuremberg Code of 1947, in 1964—in addition to the
principles laid down already in the older ethical guide-
lines for research in medicine—new guidelines have
been stated:

e Experiments should be terminated when the risk
outweighs the benefit for research interests.

o Studies should not be performed if confirmed results
are already available from other studies.

e Even if an informed consent of a person is there, the
responsibility lies always with the doctor.

Until this declaration became part of the self-evident
basis for all categories of people involved in medical
research, it took some time and some revisions of these
guidelines. In the first revision in 1975 of the Declaration
of Helsinki in Tokyo, it was recommended and adopted
that the approval of an independent ethics committees
for clinical trial (§23) must be obtained before the start
of the studies. In the course of a few years, this body has
become gradually necessary for everyone involved in
clinical trials.

2.2.5 The Declaration of Helsinki
and Research on Human Materials and Data

Some of the established rules are of importance also in
terms of research with materials from biobanks. At the
General Assembly of WMA in October 2000 in
Edinburgh, it was decided that:

e Experiments with persons unable to provide consent
may only take place if there are no other adequate sub-
jects with “informed consent” and the research would
bring benefits to the affected group (§30) [16].

o Itis necessary for the progress of the research and also
for the protection of patients that negative results are
published (§36); the freedom of the researcher to pub-
lish the results is of higher value than the economic
interests of contracting entity.

The continuously improved guidelines were expanded
to research on identifiable human material and data
(§25) in 2008. It was fixed from the perspective of the
WMA that the doctor/researcher must inform patients
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2.3.1 Introduction
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which store biomaterials and associated data. Therefore,
they form the basis for a large part of biomedical research.

New methods for biomarkers and therapeutic research
offer a great potential for individual preventative and
therapeutic measures (personalized medicine). In recent
years, new common DNA risk variants for numerous
widespread diseases have been discovered and could be
at least partially functionally characterized. Currently,
mutations for rare diseases are being identified by exome
and whole-genome sequencing approaches. The metab-
olome and proteome are investigated in order to discover
novel biomarkers. Due to these new partially very sensi-
tive molecular analyses, there is a necessity for large
studies with high number of individuals and improved
cooperation between existing biobanks that allow smooth
sample and data exchange. The lack of sufficient high-
quality biomaterials within the Cancer Genome Atlas
project constitutes a serious problem [2]. There are
significant efforts in several countries to standardize
biobanks (e.g., International Organization for Stand-
ardization (ISO) 9001, OECD Good Practices) and to
implement policies for biomaterials used in research.
The German Institute for Standardization (DIN) has in



the ISO successfully sought to provide internationally
accepted standards for the accreditation and certifica-
tion of biobanks. The Technical Committee (ISO TC
276) has already begun its work to create an international
standard (IS) since 2016.

In recent years biobank projects in the focus of public
attention are those, which have been most comprehen-
sively established (have gathered particularly large
number of data and samples from subjects or donors) or
are focusing on genetic issues, with emphasis on future
predictions with probability of disease occurrence and/
or particularly wide-ranging (new) formulated medical
uses as targets. Such biobanks serve mainly as a basis for
research on common diseases. With the development,
the construction, and operation of biobanks, a variety of
questions arise, which are mainly relative to the collection,
storage, use, and transfer of samples and data, as well as
the social aspects of these processes. In numerous coun-
tries (including Germany) and institutions, biobanks are
attracting increasing attention from politics, science,
economics, and advisory commissions.

In addition to the definition of human biobanks, various
types of human biobanks, the quality of the samples, IT
aspects, type of harmonization efforts within biobanks,
cooperation and the access rights, and financial aspects
and sustainability of biobanks will be described in this
chapter.

Legal privacy and ethical factors also play a very
important role in biobanks. It cannot be ruled out with
the new sequencing methods (next-generation sequenc-
ing (NGS)) that persons can be clearly identified solely
on the basis of genetic information. This part will be
discussed in a separate section of this chapter.

2.3.2 Definition of Biobanks

The word “biobank” is only a little less than two decades
old [3] and has recently been defined by the OECD [4]
as “a collection of biological material and associated
data and information” However, the definition remains
controversial.

There is a consensus that the term biobank refers to
biological collections of human, animal, plant, or micro-
bial samples and that associated sample data must be
available. Moreover, biobanks must operate according to
professional standards. But there is so far no consensus
whether the purpose of the collection, size, or access
rights determine the concept of a biobank. It is probably
appropriate that a general, broad definition of a biobank
will be accepted, and the next step will be to pay atten-
tion to a widely accepted universal classification of
different types of biobanks (organism, type of material
(tissue, liquid, clinical, epidemiological)) [5]. The estab-
lishment and operation of biobanks in Germany are not
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subjected to a general approval requirement. It is also
stated by the National Ethics Council that “The collec-
tion and use of human bodily substances and personal
data is part of the normal medical research. Usually it
harbours no special risks for donors and is recognized by
the established standards of medical research. Therefore
it does not require widespread official preliminary
control”

2.3.3 Human Biobank Types

In Germany, as well as in many European and non-
European countries, there are large numbers of
biobanks, each with different characteristics regarding
their organizational and legal form and their research
practice. Biobanks may be designed either for a specific
disease or without disease focus, take into account envi-
ronmental factors, store liquid or tissue samples, be
population representative or not, and include samples
from children or adults.

Biobanks have been established by research institutions,
pharmaceutical industrial enterprises, commercial com-
panies (e.g., Vita 34, Indivumed), and other authorities.
Clinical biobanks had in the past often a disease focus.
Nearly every university hospital in the Western world has
established several different biomaterial collections.
There are significant differences in quality, size, and other
important variables between biobanks. In recent years,
many universities have decided to establish central
biobanks in order to increase the quality of biomaterial
collection and adapt to the IS. So in 2011 five (Aachen,
Berlin, Heidelberg, Kiel, and Wiirzburg) central biomate-
rials banks (cBMBs) were selected by the Federal Ministry
of Education and Research (BMBF)-funded initiative
and were provided for 5 years with a total budget of
€18 million. A central objective of the BMBF was that
these five cBMBs provide biomaterials and clinical data
for scientists outside the respective university. Central
biobanks have been established also in other universities
(e.g., Hannover, Jena, Leipzig, Mannheim, and Munich).
Many other medical faculties in Germany also plan to set
up central biobanks.

2.3.4 Clinical Biobanks

Different biomaterials are stored in clinical biobanks.
In addition to the tissues, body fluids (e.g., blood and
blood derivatives, urine, lung lavage, cerebrospinal fluid,
saliva), stool, hair, or various swabs (e.g., skin, mouth, and
nose) are collected and stored. Hannover Unified Biobank
(HUB) of Hannover Medical School (MHH) is an example
of a clinical centralized biobank. Scientific and clinical
projects at the MHH generate large amounts of samples,
including tissue, blood, living cells, cell cultures, urine,
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swabs, stool, bile, bronchoalveolar lavage (BAL), and other
biological samples. To ensure maximum comparability of
the samples, it is necessary to ensure maximum harmoni-
zation in the pre-analysis, archiving, and publication of
the samples. Therefore, the samples are in accordance
with strict instructions processed and stored (standard
operation procedures (SOPs)). In order to achieve an
optimization of the sample quality, the HUB works with
the following principles:

e Accurate, detailed, and harmonized SOPs to the highest
quality of biomaterials

e High degree of automation in the pre-analysis, storage,
and retrieval of samples and complete sample tracking
through laboratory and biobank information manage-
ment systems (LIMS/BIMS) to exclude contamination
or incorrect labeling of samples

e Storage of most samples in the gas phase of liquid
nitrogen in order to ensure high quality of biological
samples even after prolonged storage

e Pseudonymization of samples and high data security
to protect patients

e Harmonization of patient consent forms

o Further development of the biobank software/database
and link with relevant clinical data

The transfer of all sample collections from MHH to the
central biobank HUB is planned.

HUB acts as administrator of the samples; however
the access rights remain with the principal investigators
(PIs) of the studies, the so-called gatekeepers. The stor-
age, management, and release of the samples will be
provided to biobank users invoiced according to a defined
cost key. The relevant data for the biomaterials are man-
aged by a biobank software. HUB manages and supports
different types of samples (e.g., tissue, cells, cell lines,
microorganisms, body fluids). It is possible to apply for
biomaterials research projects. However, a prerequisite
for obtaining samples is the agreement of an access com-
mittee and of the gatekeeper.

The gatekeepers can request “their own” samples at
any time without the consent of the access committee. In
addition to the storage of biomaterials, the HUB services
provide DNA and RNA isolations.

2.3.5 Governancein HUB

The gatekeepers choose a governing body (steering
committee), consisting of several members of the MHH.
The steering committee may establish working groups
to support the HUB staff with scientific expertise in the
SOP development, ethical issues, and data security con-
cepts. It shall appoint an access committee that verifies
the sample and data for their scientific merit and feasibility
and recommends certain sample release. The external

scientific advisory board of the HUB consists of national
and international experts (e.g., data security experts,
experts in bioethics, experts in quality of biomaterials).
Other examples of large clinical biobanks are EuroBioBank
(rare diseases), Biobank Graz University (mainly patho-
logical samples), Biobank of Pathology, Charité (mainly
pathological samples), and many more.

2.3.6 Epidemiological Biobanks

Some European countries have or will establish very
large epidemiological biobanks. The first recruitment
phase has recently been completed in England. The UK
Biobank comprises 500000 adult participants [6]. Similar
activities have been initiated in Germany. The National
Cohort was initiated by a network of German research
institutions of the Helmholtz Association, numerous
universities, the Leibniz Association, and other partners.
The goal is to build a large-scale long-term population
study focused on the causes of common diseases such as
cardiovascular disease, cancer, diabetes, and dementia
and infectious diseases in order to identify risk factors,
discover effective preventive actions, and develop
approaches for early detection of diseases. In this
(cohort) study of 200000 people, aged 20-69 years,
participants from all the regions of Germany will be
medically examined and interviewed about life habits
(e.g., physical activity, smoking, diet, occupation). In
addition, the blood samples and other biomaterials from
participants will be stored at a central “biorepository,’
which is located at the Helmholtz Centre in Munich
(HMGU). After 5 years all participants will be invited
again for an examination and second survey in the 18
study centers. Over 10—20 years, some participants will
naturally experience diseases, which can then be corre-
lated with the data collected. The study thus offers a
unique potential for a variety of scientific studies. The
researchers will obtain information on genetic factors,
environmental conditions, social environment, and life-
style that are all interconnected and play a role in the
development of diseases. Based on this information the
researchers can develop strategies for improved preven-
tion and treatment of major public diseases [7]. The UK
Biobank and the National Cohort were confronted with
ethical and data protection issues. In particular, guide-
lines or standards were formulated in regard to partici-
pation, consent, confidentiality, data and sample access
and ownership, access policy, management of biobanks,
accountability, dissemination, and patenting. Both
biobanks agree that there should be regular information
on scientific results through newsletters, websites,
helplines, and events. Scientists who want to use the
database are invited to publish all data, both positive
and negative. The publication should go through a peer



review process. The participants should be tracked
over a longer period in both studies. Such very large,
long-running studies with well-characterized pheno-
types offer numerous advantages. Since the cohorts are
established prospectively, predictive biomarkers can be
discovered and in the future employed to identify high-
risk persons. Furthermore, subtle molecular signatures
associated with diseases can be uncovered. These molec-
ular features often characterize lifestyle diseases, such as
type 2 diabetes, heart disease, asthma, and Alzheimer’s
disease. Additionally, due to the enormous size of the
studies, the specific environment and lifestyle factors can
be examined. However, large epidemiological studies
generally collect only body fluids, smears, stools, and no
tissues. Other major epidemiological biobank projects
are European Prospective Investigation into Cancer and
Nutrition (EPIC), MORGAM (cardiovascular disease),
National Biobank Estonia, Iceland Biobank, BioBank
Japan, CARTaGENE (Canada), and SAPALDIA
(Switzerland), to name just a few.

2.3.7 Quality of Samples

Biomaterials form the basis for biomedical research.
They can be significantly altered during the extraction,
processing, long-term storage, and retrieval. It is there-
fore necessary to optimize these processes and standard-
ize them among different biobanks by establishing SOPs.
It is also important in the process of sample collection,
processing, and storage to document every step. In the
processing (pre-analytics) of whole blood to serum
(obtained from clotted blood) or plasma (obtained from
blood treated with anticoagulant substances), many
factors play an important role. Samples should be taken,
whenever possible, always in the same position (seated).
During further processing the cellular blood constituents
shall be quickly separated from the plasma or serum
(within hours). In tissue samples, ischemia plays a
central role for the sample quality. The word ischemia
refers to the time period in which a transplanted organ
or tissue is cut from the normal blood supply and is
therefore no longer supplied with oxygen. A distinction
is made between cold ischemia time, in which the blood-
free organ is kept on ice, and warm ischemia, in which
the organ remains at room temperature, but is not sup-
plied with blood. The plasma, serum, or tissue should
then be frozen as quickly as possible at —-80°C or in the
gas phase of liquid nitrogen (within minutes or hours).
The long-term storage should be at -80°C or colder.
Recently, fully automated freeze and sorting robots are
available for this purpose, which leads to a significant
improvement in the quality of the samples.

The pre-analytical variability of the sample prepara-
tion causes substantial changes of various molecules
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such as peptides, proteins, metabolites, or enzymes [8, 9].
These modifications may not only affect [10] diagnostic
tests but also have an effect on multiparametric tests
(omics) and can interfere with biomarker identification
for diseases or even make it impossible for a meaningful
interpretation of data [11, 12]. If the quality of the sam-
ples is unclear, there are certain markers that can indi-
cate the quality of the samples. There are different quality
markers for different tissues or body fluids [9, 13, 14].
The control of pre-analytical variables, however, is
highly complex because it is dependent not only on the
influence of the sample quality and on the class of the
biomolecules (DNA, RNA, protein, peptide, metabolite)
but also on the nature of the analytical method and its
specificity, sensitivity, and robustness.

Additional drawbacks are the natural variations in
markers within a study group, which can be difficult to
distinguish from variations caused by the quality of the
biomaterial. Thus, one should attempt to maintain the
optimal biomaterial quality. Yet, this turns out quite often
to be extremely difficult in clinical settings. The samples
should be tested with quality markers. Recently, a method
has been presented, in which an addition of a synthetic
peptide reporter to blood samples is followed by relative
quantification of the produced proteolytic peptide frag-
ments. Thus, pre-analytical variability can be recorded. The
method enables assessment of serum and plasma quality.
This method, however, requires availability of synthetic
reporter peptides, in a laboratory involved in a clinical or
epidemiological study, and is associated with huge addi-
tional effort [9]. In the future, blood tubes could be
preloaded by manufacturers with these peptide markers.

2.3.8 Harmonization and Cooperation of Biobanks

The collaboration among biobanks is becoming increas-
inglyimportant because initial research results obtained
using samples from a biobank must be validated in an
independent set of samples obtained from another
biobank in order to verify the accuracy, validity, and
transferability of the results. Furthermore, the funding
bodies in medical research support large multicentric
projects. For better comparability of the results among
different biobanks, similar standard procedures should
be followed. In addition, the following factors require
harmonization:

e The analytical molecular high-throughput technologies

e The procedures of data and sample collection

e The rules for the protection and safeguarding of the
rights of patients and volunteers

For this reason, various national and international
consortia have been formed to define those standards
and to facilitate data exchange between biobanks.
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2.3.9 Situation in Germany

In Germany, the Working Group Biomaterial has taken a
leading role in the harmonization and standardization
of biobanks and biobank processes in the frame of
Technology, Methods, and Infrastructure for Networked
Medical Research (TMF). It has been already recognized
early within the TMF that the harmonization and stand-
ardization of biobanks is a key challenge for the net-
worked medical research and thus an important common
field of action. After the first inventory from 2003/2004
to 2005, a large-scale project to clarify the legal, ethical,
and organizational framework for the establishment and
operation has been carried out. Action guidelines and
templates are available in the form of advice for the
researchers on various aspects:

o Categorization and modeling of biobank projects
e Regulatory frameworks

o Data protection concepts

e Patient consent forms

o Quality assurance of biomaterial

The medical collaborative research projects go beyond
national borders. The Working Group Biomaterial within
the TMF has therefore launched a project to clarify rules
for the disclosure of materials from German donors
to cooperating biobanks—the legal basis for European
partner countries. Another current project aims to
create a German register of medical biobanks.

In another research project high-dimensional molecular
data are linked to clinical data from patients, type of
studies, and centers. Under the umbrella of the TME, the
researchers are working together to ensure the quality
control of molecular data on the stages of the production,
interpretation, storage, and validation.

The specific data protection requirements, which arise in
connection with the storage, management, and dissemina-
tion of molecular, in particular genetic data, are the subject
of cross-border activities [15]. The German Biobank Registry
(DBR) was established in the frame of TMF, in which all
German biobanks can register. Thus, the DBR provides
good overview of the majority of biobanks in Germany and
about what materials and data they contain [16].

2.3.10 Situation in Europe and Worldwide

Biobanking and Biomolecular Resources Research Infra-
structure (BBMRI) has been promoted as one of the first
EU infrastructure projects by the European Commission.
Since 2011 it has grown to 54 members from over 30
countries, with more than 225 associated organizations,
mainly biobanks. Thus it represents one of the largest EU-
funded infrastructure projects. This project aims to build a
coordinated, large-scale pan-European infrastructure for

biobanks to improve the treatment and prevention of
common and rare diseases [17]. In addition to instruc-
tions for the harmonization and standardization of
biobanks, a register has been set up, in which more than
200 biobanks across Europe are already registered.

Under the 6th EU Research Framework Program, a
cooperation project of the P3G consortium leading 18
European and Canadian research institutions had been
funded. The project entitled “Harmonising population-
based biobanks and cohort studies to strengthen the
foundation of European biomedical science in the post-
genome era” has the following objectives [18]:

o To categorize population-based biobanks and cohort
studies in Europe systematically. Particular attention
should therefore fall on studies that contribute to
research on the genetic and environmental causes of
complex diseases.

e To identify genetically isolated populations with
special consideration of new possibilities for the
construction of biobanks in Europe.

o To establish standardized criteria for the selection and
collection of sample collections in genetically isolated
populations.

e To build an infrastructure for the exchange of methods
of genotyping in large cohorts.

e To prepare a communication forum and to discuss the
selection of markers, quality control, database structure,
and analysis.

e To develop a standard for the determination of
complex phenotypes and lifestyle factors.

o Towork on the solution of the statistical-methodological
problems with the study design and analysis and the
merging of data from different studies. An expert
platform will be built to develop mathematical models
integrating genetic epidemiology and statistics.

Apart from the aforementioned, there are many other
projects that deal with the harmonization of biobanks,
such as regional and international organizations (IARC,
FIBO, ESBB, ISBER), further research and infrastruc-
ture initiatives (caHUB, caBIG, Biomarkers Consortium,
BioSHaRE-EU, HuGENet, PHOEBE), and Internet
databases (dbGaP, datSHaPER, DataShield, HapMap,
HumGen, OBiBa, and OBO).

2.3.11 Definition of Ownership, Access
Rights, and Governance of Biobanks

The access rights are different among biobanks. While cer-
tain biobanks do not even provide insight into the existing
samples and data—not to mention to provide material for
the research of other research groups—there are efforts in
Germany to make those biomaterials and their associated
data accessible for scientists.



Prerequisites therefore are as follows:

e A request of the potential sample user, which describes
the planned project, the scientific background, and
the number and type of samples and data (material
and data transfer agreement) required

e The patients/volunteers’ informed consent

e Permission of the access committee and biobank PIs

The “gatekeeper” (scientist/clinician) has a right of
veto over the samples or data transfer.

Assessing the compliance of cBMBs, a prerequisite of
the funding agencies was that the biomaterials, which
will be stored, will be available for the broad scientific
community. A similar approach is envisaged in the
National Cohort. Currently it is discussed how to deal
with biomaterials, which are very valuable and limited in
amount (e.g., fresh tissues, cells, serum, plasma). A final
consensus could not be achieved here. Furthermore, a
patient consent text was drafted recently by the working
group of medical ethics committees that gives the con-
sent for the broadest possible medical research and
ensures that as many researchers as possible can obtain
access to these data and samples.

This so-called broad consent or open consent is
currently being discussed or implemented in several
university hospitals or in large research associations
(German Centres for Health Research) or large epide-
miological studies (National Cohort).

The ownership of biomaterial samples in a medical
context is legally not uncontroversial (at least when there
is no explicit transfer of ownership from the donor to
the collector of the samples or the biobank). Also it is
important to distinguish between those samples that fall
in context of pure treatment and those that are already
procured for the purpose of research. The former enter
the laboratory (pathology) for treating or providing diag-
nosis, where they are held and used for the institution’s
own research without the need for consent. If samples
are intended to be used in research, the patient or clinical
trial participant consent is required; but this refers to
date in most cases only on the right of use for research,
but not on the transfer of property.

2.3.12 ITin Biobanks

The value of biobanks increases enormously by the
presence of a professional, high-quality IT system. The
IT system, by connecting the sample data with clinical or
laboratory data, has to cope with various tasks that range
from the “consent management” (management of informed
consent), specimen collection, processing, storage, and
distribution to quality control [19]. Factors like data
security, data access, and reporting play a central role.
Different biobank information management systems,
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such as BIMS or LIMS, were developed for this purpose
from different companies or by biobanks.

These systems play an absolutely critical role in
monitoring the sample quality for different processes
of sample collection, sample processing, storage, and
utilization. To ensure complete documentation of sam-
ples, all equipment involved in the sample processing
and storage must be integrated into the BIMS inter-
faces. The use of 2D barcodes is recommended during
sample handling and reduces the mismanagement of
samples dramatically. In addition, such management
systems can cope with the huge amounts of data that
can be generated with the samples. This is of increasing
importance, facing the availability of the new “omics”
approaches, such as the whole-genome sequencing. A
well-functioning IT system is able to integrate large
amounts of data from different sources (clinical data,
sample quality, sequencing, and other laboratory data).
It is increasingly important to harmonize database
structures and use standard formats for exchange
between biobanks and different institutions, as well as
for joint analysis [20]. Another important aspect is the
IT data protection compliance. In Germany a generic
data protection concept for biomaterial was developed
by TMF e.V. that serves as the basis for numerous data
protection concepts [15].

2.3.13 Financial Aspects and Sustainability

The establishment and maintenance of biobanks is very
costly. Main costs are due to staff, infrastructure (auto-
mated freeze storage robots, manual liquid nitrogen
tanks, manual —-80°C storage, and transport vessels),
biobank IT structure (BIMS, LIMS), and consumables
(2D barcode tubes, electricity, and liquid nitrogen).
Biobanks are often set up without elaborate long-term
plans for operational sustainability [21, 22]. Whereas a
large part of the costs is associated with building the
entire infrastructure at the beginning, significant costs
arise from sample storage and establishment of proce-
dures allowing access to the data and to the biological
samples. Currently, full-cost models are created for
different biobanks but also at the level of the TMFE
Specific prices for services by biobanks are not yet
published. Different models are pursued for biobank
operations, ranging from institutional support to third-
party funding and user fees. Most of the time, mixed
financing takes place [22].

2.3.14 Conclusion

In the age of personalized medicine, high-quality
biobanks can support the medical/molecular biological
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research and operate to optimize the personal protection
of the sample donor. Studies using biobank materials and
data can help to better understand diseases, to optimize
biomarker discovery and validation, and to identify new
treatment options, including tailored therapies specific
for a patient group.

Currently, large, harmonized, professional, and
modern biobanks are created in many areas. Numerous
universities are in the process of setting up centralized
biobanks. Even larger multicenter projects of biobanks
in Germany harmonize their activities, as it is done in
the whole world. Despite these positive developments,
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2.4 Tasks of Ethics Committees
in Research with Biobank Materials

Dieter Tréger

2.4.1 General Basic Concept

The ethics committee is an independent body made up
of healthcare professionals and those involved in nonmed-
ical fields. It basically ensures that the ethics committee
independent judges are not bound by instructions from
the underlying organization (z. B. University, faculty).
The tasks of the ethics committee are as follows:

o To protect the rights, safety, and well-being of individuals
participating in a clinical trial

e To establish the confidence of the public in medical
research involving human subjects

o To evaluate a medical research project according to an
ethically legal point of view

o To provide opinions on the inspection/quality control
plan, the researchers qualifications, the suitability of
the facilities, and the methods and information mate-
rial by which research participants were instructed
and informed to get their consent

In addition to the protection of the patients and
study participants, the commission is also responsible
to prevent scientists, as well as institutions (e.g., uni-
versities, hospitals), from unjustified and dangerous
research.

To protect the patients, the ethics commission evalu-
ates if the project is medically justifiable, regarding the
risks for the patient on the one hand and the significance
for medical purposes on the other hand. Nevertheless,
the benefits for the patient and his/her safety always out-
weigh the latter, which means that the well-being of the
patient always comes first and against possible benefits
for society and state.

In Germany, the objective of an ethics commission
under public law is put down in its respective statute. In
the statute of the ethics commission of the medical uni-
versity of Hannover (MHH), for example, it is agreed that:

1) The commission has to consist of not less than seven
members, of which at least four should be doctors and
one a lawyer with the qualification of judgeship. Two
doctors should be experienced interns, one pediatrist
and one from the field of theoretical medicine. Also
one of the members should be acquainted with sta-
tistics and test planning.

2) In the statutes it is also generally stated that offi-
cial experts and specialists could be consulted for
advice.
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2.4.1.1 The Application Procedure

1) The ethics commission must decide promptly about
an application, because researchers and employers
have the right to receive a decision within 60 days.

2) The ethics commission has a quorum when at least
half of the members contribute to the decision. The
decision is taken by the simple majority.

3) The commission can either accept or turn down the
application.

4) A rejection is only valid after an official hearing with
the applicant and can be withdrawn if prearranged
requirements have been fulfilled.

5) The committee should follow the rules imposed
by the laws of each country. For example, in the case
of applications that are subject to the German
Pharmaceutical Act (AMG) or the Medical Devices
Act (MPQ), the ethics commission is requested to
follow §42 of the AMG and §22 of the MPG and
therefore enacted acts (GCP-V, MPG-V).

In general, every doctor/researcher, planning to
perform research on humans or human material, is
obligated, according to both the Declaration of Helsinki
of 2013 and the respective code of medical ethics of the
responsible medical association (e.g., Landesarztekammer),
to consult the ethics commission about his intent and
discuss the ethical and legal questions involved.

2.4.2 About the Respective Ethics Commissions

For doctors, as well as scientists, who are employed at
universities or teaching hospitals, the ethics commission
of the university is responsible. For all other doctors the
ethics commission of the “Landesdrztekammer” (State
Medical Council) is responsible of this task.

All ethics commissions in Germany impose a fee in
order to cover the costs associated with their meetings.
The amount is preassigned to the respective statutes and
sometimes differs greatly from one to another, which is
critically perceived by the clinics and the pharmaceutical
industry. There are particular rules of ethics commis-
sions, for example, in MHH, where only applications that
follow the AMG and MPG require a fee. Every other
application is processed without a fee.

Multicenter studies also fall under the act about the exer-
cise of the “Gute Klinische Praxis” in case of clinical exami-
nations with medicaments used for humans (= GCP-V),
which controls the advisory process by the regional ethics
commissions (§8 Abs. 5 GCP-V).

The ethics commission in charge evaluates the clinical
examination together with other ethics commissions
who are responsible for their researchers. They verify the
qualifications of the researchers and the research facilities
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in their jurisdiction. Their evaluation must be passed to
the ethics commission in charge within 30 days after suc-
cessful application submission.

The decision of the ethics commission will be con-
veyed to the applicant in writing, in the form of a so-
called “Votum,” where it is written, if no ethical or legal
concerns were found against the project or if there have
to be made changes to the project.

In the case of non-AMG and non-MPG applications,
the applicant is not forced by law to follow the “Votum”
or the recommended changes, because the ethics com-
mission only fulfills an advisory function, but if the
applicant still decides to pursue his project and it fails,
he could be prosecuted by civil law.

When it comes to applications for the ethics commis-
sion that fall under the AMG or MPG and include the
collection or use of assembled biomaterials (e.g., blood,
urine, saliva, tissue, liquor), these have to be dealt with as
§42 AMG and §22 MPG dictate.

For Non-AMG or MPG studies with up-to-date,
project-based biomaterial collections, an application is
needed in which the project and possible ethical prob-
lems are briefly described. The specifications on what
evidence has to be provided depends on the respective
ethics commission. They can be normally found on their
homepage.

Regarding the collection of biomaterials, it has to be
settled:

e Whether the materials will be destroyed after the
project is finished

e Or if they should be used for a latter project from the
same or different field

o Or if they should be given to cooperating institutes
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2.4.3 The Establishment of Biobanks

When it comes to the special case of establishing a clini-
cal biobank, which follows a professional standard like
the “Hannover Unified Biobank” (HUB), a detailed appli-
cation is necessary and should especially include infor-
mation about the quality of storage and the organizational
structure. To evaluate an application for the establish-
ment of a biobank, the ethics commission needs in
particular

e Specified information about the purpose, the organi-
zation, the courses of procedure, the documentation,
and the financing concept of the biobank

o Information on the biomaterial and data, for example,
acquisition, storage, quality assurance, utilization, and
safeguarding

e Documents about the donors and their declaration of
consent

In conclusion it is essential to point out that
researchers and doctors are strictly obliged by the
code of medical ethics to inform the respective ethics
commission before beginning a project. This rule
should be applied if the used biomaterial originates
from a small internal collection or from a big clinical
biobank like HUB.
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The Use of Transcriptomics in Clinical Applications
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4.1 Introduction

The associations between genes and diseases have
already been the subject of study for many decades. The
clearest cases of associations showed that a particular
change in a single gene can be the potential cause for a
particular disease. There are over 1500 defined genes
that were classified as monogenic disorders with an
associated phenotype [1], but these do not cover most
of the human diseases that are mainly multifactorial.
In their expert opinion, Stylianos Antonarakis and Jacques
Beckmann state that monogenic disorders are an unfor-
tunate casualty in the race to find the determinants of
complex diseases [1-3]. Not all genetic mutations are
detected or diagnosed using the same type of material.
Isolated DNA is the most common type of patient mate-
rial used for diagnostics applied to nucleotides. However,
the analysis of other nucleic acids such as messenger
RNAs (mRNAs) has great potential to elucidate many
genetic disorders. In particular, RNA is used to diagnose
complex diseases where multiple genes are implicated
such as cardiovascular disease, breast cancer, and type 2
diabetes mellitus [4, 5].

Over the years many diagnostic tests have been
developed that took advantage of the latest advances in
technology for biomarker discovery. The ultimate goal
of molecular diagnostics is to accurately predict the
presence or absence of a particular genetic disorder or
infectious disease, or even response to a particular drug
treatment. Toward this end, the latest advances in high-
throughput technologies opened up new opportunities
for RNA-based diagnostics, allowing the development of
new and more sensitive disease diagnostic tools. This
goal is achieved by applying advanced statistical meth-
ods that reveal hidden patterns within transcriptomics
data that characterize multifactorial diseases. This was
accomplished to some extent with the appearance of
high-throughput technologies such as microarrays and

RNA sequencing (RNA-Seq), both able to analyze
thousands of mRNAs in a single run. The global analysis
of the mRNAs can be quite rewarding and informative,
providing information on many variations with base pair
accuracy in the case of some diagnostic tools. Analyzing
transcription products in diagnostics allowed to detect
many diseases caused by genomic alterations as well as
specific transcript modifications such as single nucleotide
polymorphisms (SNPs), small variants (SV), transloca-
tions, inversions, chimeric genes, breakpoints, posttran-
scriptional modifications, alternative splicing, and gene
expression [6—11]. See Figures 4.1, 4.2, and 4.3 for of
RNA-Seq visualization examples analyzing disease-asso-
ciated genes, such as MECOM, NPM1, and IRF1I, for the
detection of gene expression, SVs, and splicing variants
of acute myeloid leukemia, respectively (primary data
provided by Prof. Veelken, H., Head of Department of
Hematology, Leiden University Medical Center).

In order to perform a diagnostic test on mRNA, the
RNA first needs to be accurately extracted. There are
many extraction methods available, and their applica-
bility mainly depends on the sample source and type of
material. Each method can provide specific advantages
depending on the variety of accessible biological sample
types and the downstream analysis to be performed.
Some of these advantages can be evaluated in several
ways, but yield and integrity are generally accepted as
criteria of successful extraction. The material obtained
from the sample extraction, regardless of the method
used and the success of the extraction, is generally in the
form of total RNA (tRNA) [12]. In this state, the extracted
material from human samples contains mainly ribosomal
RNA (rRNA) transcripts (~80%) and tRNA transcripts
(~15%). The presence of these two RNA types greatly
reduces the abundance of other transcript species that
are of diagnostic interest such as mRNAs. Therefore,
an additional enrichment of the preferred mRNA is
needed, after the extraction of tRNA, for further analysis.
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Figure 4.1 Gene coverage for RNA-Seq data. First gene track (blue line) shows the gene structure of MECOM by RefSeq gene annotation.
Thick lines show exon locations and arrowed lines intronic locations. The second and third tracks show the coverage of MECOM for
samples 1 and 2, respectively. In gray, the depth of coverage of sample 1 indicates that there is expression where the peaks are located.
The extent of the expression is proportional to the height of the peaks, and the amplitude represents how much of the gene sequence is
expressed, usually coinciding with exon boundaries. Source: Data provided by Prof. Veelken, H., Head of Department of Hematology,

Leiden University Medical Center.
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Coverage sample 2
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Figure 4.2 Visualization of a SNV detected by RNA-Seq. The 4 bp insertion (TCTG) is represented as a purple line on the alignment track
for the NPM1 gene. The gene track (blue) shows the codons present in this particular location (blue and dim blue) as well as the amino
acid it encodes for (letters). The sequence of this particular location is shown, and the black arrow gives information about the strand of
the shown nucleotides (forward). The third track shows the coverage for each of the represented bases. Finally, the alignment is shown
where horizontal gray lines represent a match with the reference sequence and a colored horizontal line represents a mismatch, which is
colored with the same colors as the sequence nucleotides, being T red, A green, C blue, and G orange; black represents a deletion.
Source: Data provided by Prof. Veelken, H., Head of Department of Hematology, Leiden University Medical Center.

The isolation of tRNA from the biological samples can
be currently achieved by several methods including
magnetic bead-based extraction, silica columns, and
acid phenol/chloroform. The enrichment of mRNA will
enhance the reliability and sensitivity of the diagnostic
test. This is usually achieved by several steps, which may
include degradation steps of nondesired nucleic acids,
amplification of DNA, and hybridization and ligation,
among others. The degradation of the nondesired
RNAs can be performed by an RNase degradation step.
Such RNA degradation is, for instance, performed after
the reverse transcription (RT) amplification of enriched
mRNAs by using poly-A primers. The amplification
provides the first strand of the mRNAs as cDNA, which
will no longer be degraded by the RNase activity.
Similarly, the enrichment can be achieved without RNase
degradation by including adapters during the RT steps
and/or ligation steps. Then the cDNA is amplified by
adding primers that are specific to the adapters intro-
duced. There are other methods that involve physical
separation of the mRNA transcripts. In this situation,
the use of poly-A ligands is quite usual, also known as

poly-A capture enrichment. A common way of physical
separation is by pulling down the mRNAs with magnetic
beads. The poly-A ligand is attached to the beads, and
then the mRNA is hybridized and separated from the
sample solution by the use of magnetic forces that pull
the magnetic beads down. Another common method
involves the use of filtration columns. In this situation,
the poly-A ligands are usually attached to the stationary
phase of the column. In the majority of the described
enrichment cases, commercial kits may be available and
used for the enrichment of mRNAs. It is important to
note that some kits allow direct isolation of mRNAs
without a previous step of tRNA extraction. As general
recommendation, the evaluation of the performance of
enrichment protocols and available kits is considered as
good practice for the success of setting up any diagnostics
test. Another method of enrichment is polyacrylamide
gel electrophoresis, which is generally used to separate
nucleic acid species of desired sequence length [13].
One of the limitations of handling RNA is that it is
quite prone to fast degradation. Unless the analysis of
the RNA is performed immediately after the sampling
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Figure 4.3 Visual representation of splicing detected for two sequenced patients with RNA-Seq. Bottom blue track represents gene
structure of IRF1 gene. Thick lines show exons bases and arrowed line intronic bases. Green track shows the coverage of sample 3 (green
blocks) as well as the number of reads that span the distance to the next splice acceptor region (green line). Red tracks show coverage of
sample 5 (red blocks) and number of reads that span the distance to the next splice acceptor region (red line) connecting two exons. The
last red track shows an alternative splicing event with 221 reads that are connecting exons 3 and 5 but skipping exon 4. This shows that
exon 4 is partially skipped by some transcripts in sample 5. Source: Data provided by Prof. Veelken, H., Head of Department of Hematology,

Leiden University Medical Center.

process, effective precautions against degradation must
be taken. Preventing RNA degradation is of particular
concern for quantitative analyses and the diagnosis of
diseases where high sensitivity is required. This may be
crucial in detecting minimal residual disease (MRD), for
instance, to quantify BCR-ABL mRNA in patients with
chronic myeloid leukemia (CML) under imatinib ther-
apy [14]. There exist several procedures and reagents
that are used to preserve the integrity of RNA. In the
majority of cases, the use of these measures is highly
recommended. An extensively used method for pre-
serving the RNA is to snap freeze the samples, which
can be done with liquid nitrogen, followed by storage
for a longer period at —80°C. Otherwise, during the col-
lection of the samples, cells can be directly embedded in
RNA-safeguarding reagents or buffers that can preserve
RNA from degradation. In this case, it may be possible
to store the samples at a higher temperature depending
on the approach and chemicals used during the collec-
tion. For all of the aforementioned cases, extra care has
to be taken to maintain the samples at the lowest tem-
perature possible during the handling and to work with
appropriate RNase-free solutions, material, and working
environment at all times [12].

Although it is always preferred to use “fresh” biological
material for RNA analysis, the use of fresh material is not
always an option. In some cases tissue samples are
needed for clinical diagnostics that involve a particularly
difficult and painful process for obtaining the material
such as biopsies. These, at the same time, may involve
complex extraction methods, as in the case of bone
samples. Therefore, tissue-specific methods for isolating
RNA are both available and required. Continuing with the
previous example, the isolation of RNA from bone samples
is considered for the understanding of the development
of some metabolic disorders, such as type 2 diabetes.
Toward that end, work has been done to improve the
isolation methods for those difficult samples. As an exam-
ple, Carter et al. published an improved method for RNA
isolation from bone samples in a single tube by using a
Bullet Blender homogenizer. This method provided up to
eight times more RNA with high quality measured
as RNA integrity number (RIN) [15] scores ranging from
6.7 to 9.2. This method could reduce the usually time-
consuming steps of bone grinding by nitrogen freezing
and hammer smashing the sample, which are commonly
a source of contamination, RNA loss, and degradation
[16]. The downside of all the tissue-specific approaches
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is the increasing variability in terms of efficiency
measured in yield and quality that is even more com-
promised when more generic methods are used with
difficult samples. Hence, it is not surprising that the cur-
rent trend for the development of new diagnostic tools
is centered on sample sources that are more easily
obtained using noninvasive methods such as blood,
saliva, and urine [12].

When RNA is extracted from a biological sample for
disease diagnostics, we must also take into consideration
that sample composition is another important variability-
introducing factor. Tissue samples, for instance, contain
different cell types. Each cell type will express its own
gene repertoire. A sample mRNA composition may also
be influenced by internal and external factors (i.e., nutri-
tion, circadian stage, cellular cycle, stress, exercise, or
disease state). Sasagawa et al. showed that single-cell
transcriptome analysis using RNA-Seq was able to
identify and quantify nongenetic cellular heterogeneity
and even differentiate cell types and cell cycle phases of a
single cell type [17]. Therefore, it is important to use
appropriate methods for targeted cell type enrichment, if
possible, such as laser capture microdissection (LCM) for
selecting tissue areas from tissue slides, cell sorting for
enriching the cell fraction of interest, or centrifugation
for separating the desired cell population [12, 17-20].

Many of the aforementioned processes and techniques
used for the extraction of RNA are based on the use of a
variety of solutions and chemicals. Unfortunately, the
procedures are not perfect, which means that during the
extraction there is a carryover of chemicals and reminis-
cent sample components such as DNA, proteins, and
salts. Chemicals such as ethanol, chloroform, or phenol,
as well as monovalent cation salts such as ammonium
acetate, lithium chloride, and sodium acetate, may be
present in the sample due to the RNA extraction and
precipitation approaches used [21]. Carryover genomic
DNA may interfere with amplification or hybridization
steps but can be easily removed from the sample by a
DNase enzymatic treatment, and remaining proteins can
be readily removed by proteases. Sample stabilizers such
as citrate, EDTA, and heparin may inhibit RT and should
also be removed. Several authors reported approaches
for this purpose such as precipitating RNA with lithium
chloride to get rid of sample heparin [22] or the use of
ultracentrifugation [23]. It is worth mentioning that any
single effort toward the removal of potential contami-
nants may improve the outcome of the diagnostic test
applied. These contaminants, in the end, may negatively
influence the possible choices for downstream applica-
tions and in the worst case have a direct impact on the
diagnostic assay and its outcome [12].

While keeping in mind that there are many possible
sources of variability, one has to choose from a large

series of RNA isolation kits and methods. The choice
should be made depending on the sample type to be
analyzed. The ideal method is fast and easy, and it allows
a reproducible extraction of RNA that is immediately
ready to use or store. Many of these kits already include
cleaning steps from inhibitors and contaminants and
could be automated. Additionally these kits may also
directly extract not only tRNA but also targeted sub-
species of RNA such as mRNA, miRNA, and even viral
RNAs, making the process much easier to set up for
diagnostic applications. Several authors reviewed the
performance of different RNA isolation kits applied to a
variety of tissue samples. A recent example of the assess-
ment of the performance of two purification kits was
provided by Akutsu et al. [24]. The authors compared
RNeasy Mini Kit (silica column-based kit from Qiagen)
with EZ1 RNA Tissue Mini Kit (automatic magnetic
bead-based kit from Qiagen). The extraction was applied
to two different biofluid samples, saliva and blood, in the
form of fresh and dried cotton swab stains. The results
of this comparison showed that silica column-based
extraction provided a slightly better RNA quality on
fresh samples and substantially better on sample stains.
Unfortunately, comparisons between multiple kits show
that there may be kit-dependent differences in RNA
extraction that may impact downstream gene expression
measurements [25]. Differences in RNA yield and RNA
quality should be taken into account when selecting the
best approach for processing clinical samples. Hence,
when performing comparisons between studies, authors
should be aware of the differences among different isola-
tion procedures used. Further details on the advantages
and disadvantages of currently available methods as well
as the effect of stabilizers used, such as RNAlater and
RNAprotect, are available in the following publications
[14, 25-28].

After isolation, there are several ways to investigate
the RNA. One can investigate a single gene transcript,
several selected transcripts, or a complete transcrip-
tome. The latter is an omics word to define the set of
RNA molecules, including mRNA, rRNA, tRNA, and
other noncoding RNA, transcribed in one cell or a popu-
lation of cells. In this chapter, we will restrict ourselves to
the analysis of the mRNA part of the transcriptome.
Currently, there are two methods to perform transcrip-
tome-wide analysis of mRNAs: next-generation sequenc-
ing (NGS) and microarray analysis.

During these past years, the majority of research
efforts of NGS applications were focused on the under-
standing of the etiology of diseases including complex
diseases [12]. Few of these research efforts resulted in a
diagnostic test that is currently being used in a clinical
setting. In some occasions, the diagnostic test for a certain
disease could be reduced to a few key genes, making it
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Table 4.1 Examples of transcriptomics clinical applications for PCR, microarray, and RNA-seq disease.

Tissue Target genes Type Method Application Source
CML Peripheral blood, bone BCR-ABL Chimeric gene qPCR Commercial  www.
marrow kit pcrdiagnostics.eu
HIV Blood plasma HIV Retrovirus qPCR Commercial  www.
kit pcrdiagnostics.eu
Hepatitis Blood plasma HCV Retrovirus qPCR Commercial  www.
kit pcrdiagnostics.eu
TORCH Peripheral and umbilical Rubella virus RNA Retrovirus qPCR Commercial  www.
cord blood plasma; saliva; kit pcrdiagnostics.eu
oropharyngeal swabs;
amniotic fluid
Flu Nasal and throat swabs or  Influenza viruses Retrovirus qPCR Commercial  www.
washes; aspirate of trachea; kit pcrdiagnostics.eu
feces; autopsy material
Breast Tissue biopsy BRCA1, BRCA2, +19 Expression qPCR Biomarkers  [29, 30] Oncotype
cancer more DX
Breast Tissue biopsy 70-gene signature Qualitative and  Microarray Commercial Agendia NV
cancer quantitative test
expression
Colon Tissue biopsy 18-gene signature Qualitative and ~ Microarray Commercial ~Agendia NV [31]
cancer quantitative test
expression
Septic Blood 100-gene signature Qualitative and Microarray Biomarkers  [32]
shock quantitative
expression
Colorectal  Blood ANXA3, CLEC4D, Qualitative and Microarray Biomarkers — [33]
Cancer LMNBI1, PRRG4, quantitative
TNFAIP6, VNN1, IL2RB  expression
Colon Tissue biopsy RSPO2, RSPO3, Fusions, CNV, RNA-Seq Research [34]
Cancer TCF7L2, TET1, TET2, SNV, gene
ERBB3, ATM, IGF2, expression
among many others
TNBC tissue biopsy PARK2, RBI, PTEN, SNV, CNV, RNA-Seq Research [35]
EGFR, KRAS, IDH]1, expression,
and ETV6, among allelic
many others expression
Transplant Peripheral blood IL1R2, CXCR4, HLA-A, Expression RNA-Seq Research [36]
rejection WSB1, CD48, SPARC,

TYROBP, CD74,
HTR1D, and SLC29A1

much easier to handle with a simple and cost-efficient
real-time qPCR (RT-qPCR) test (e.g., BCR-ABL, BRCAI,
BRCA2, retroviruses’ RNA) (Table 4.1). However, in
multifactorial diseases, the number of relevant RNA bio-
markers is usually too high to be handled by a single PCR
assay. For diagnosing complex diseases, many small ded-
icated assays are being used in combination. Therefore,
the analysis of a complete mRNA transcriptome might
be considered as a good alternative. In the succeeding
text, we will provide a number of examples showing use-
ful approaches for the analysis of RNA molecules to
diagnose inherited or acquired diseases.

4.2 Clinical Applications
of Transcriptomics: Cases and
Potential Examples

4.2.1 PCR Applications

The diagnostic use of RT-PCR is a very common practice
and is frequently applied to detect hundreds of different
diseases. The majority of clinical centers and diagnostic
facilities offer a wide range catalog of services based on
PCR kits to routinely diagnose patients. We will mention
some examples of PCR tests that are or could be routinely
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applied to diagnostics. It is worth mentioning that there
are many tests available that are DNA based and are pre-
sented and discussed in another chapter (I3 Genomics).
Despite this, PCR-based diagnostics still deserves a place
in this chapter for its importance in the field of clinical
diagnostics.

Recent advances in PCR technologies have extended
the range of possibilities to use PCR for applied
diagnostics. These new PCR platforms, considered as
the next-generation RT-qPCR, include a wide variety of
PCR settings such as microfluidic chips, digital PCR
(dPCR), emulsion dPCR also known as digital droplet
PCR (ddPCR), microfluidic chip-based dPCR, and steel
chips. Many of these take advantage of micro- and nano-
fluidics combined with miniaturized systems to pro-
duce an increased number of reactions with a significant
reduction of reagent used, sample volume, and costs. This
allowed the increase of throughput of these platforms to
thousands of reactions per sample, making these plat-
forms quite suitable for a rapid screening of relatively
large series of biomarkers. For a recent review about
PCR-based technologies, advances, and advantages, as
well as limitations, please refer to Devonshire et al. [12].

Infectious diseases represent some of the clearest
examples of PCR use for diagnostic purposes, taking
advantage of some PCR tests that are available as com-
mercialized kits. The purpose of these tests is to detect a
certain RNA in the analyzed sample such as blood and
buccal swabs. These tests have the purpose to be qualita-
tive, providing the answer of the presence or absence of a
specific RNA, and in some cases offer quantitative
results. Some of these tests for infectious diseases detect
the RNA of pathogenic viruses such as the human immu-
nodeficiency virus (HIV) or the hepatitis virus. An example
of a commercially available test based on a qPCR kit for
detecting HIV may be the AmpliSens HIV-Monitor-FRT
kit from PCR Diagnostics. This test uses real-time
hybridization fluorescence to detect HIV type 1 RNA in
plasma samples. Similar to this test, other commercially
available tests exist for detecting infectious diseases
targeting RNA in plasma samples as well as other tissue
sources. Some examples of available tests are listed in
Table 4.1 as well as additional relevant test details and
references.

The detection and quantification of mRNAs by PCR
tests is also applied to the diagnosis of certain oncogenic
diseases such as MRD. Here, the purpose of the test is
to sensitively detect cancer recurrence (CR). A recent
review, published by Sherrod et al., on MRD for multiple
myeloma reported the efficiency of several tests to detect
CR after stem cell transplantation treatments. The diag-
nostic tests reviewed included a variety of techniques
such as allele-specific oligonucleotide PCR (ASO-PCR)
and NGS, among others. ASO-PCR was reported to be

very efficient with a sensitivity of up to 10™® malignant
plasma cells, which is an order of magnitude more sensi-
tive than commonly used multiparametric flow cytometry
(MFC) methods. The ASO-PCR test provided an accu-
rate quantification of the expression of the following
immunoglobulins: IGHV-/, IGHD-], and IGKDEL. How-
ever, it also showed some limitations when considering
the costs, turnaround time, and availability. Additionally,
the development of unique primers for each particular
patient reduced the success of this diagnostic test in a
clinical practice, invalidating its efficiency when muta-
tions occurred in the clonal antibody gene due to the
evolution of the cancer. This effect hampered the success
of the ASO-PCR to be applicable in 42—-86% of myeloma
cases, whereas MFC was successful in >90% of myeloma
cases. Results favor MFC for MRD assessment despite
ASO-PCR being more sensitive [37].

Another application for PCR tests is the detection and
quantification of carcinogenic fusion genes and their
expression. For instance, in the particular case of MRD
involving CML, the chimeric oncogene BCR-ABL is
expressed as result of chromosomal abnormalities known
as Philadelphia chromosome translocation. For the diag-
nosis or screening of this chimeric transcript, different
methods are commonly used such as fluorescence in situ
hybridization (FISH) and RT-qPCR. A very recent com-
parative study assessed these two different diagnostic
methods in terms of sensitivity and specificity on a cohort
of 78 CML patients. The authors reported that the
diagnosis using RT-qPCR methodology was in high
concordance with the cytogenetic response category
after treatment. Newly diagnosed patients were detected
in 100% of the cases, and further analysis follow-up
showed that the RT-qPCR was capable to detect and
give precise measurements of low-abundant BCR-ABL
transcript levels as a sensitive indicator of MRD [38].

The analysis of fetal cell-free RNA could also be very
helpful to detect, for instance, the gender of the fetus.
This was first reported by Poon et al. by using a two-step
RT-PCR to detect Y chromosome-specific zinc finger
protein (ZFY) mRNA [39]. The presence of multiple
nucleic acid sources in maternal blood including fetal
cell-free DNA and RNA allowed researchers to develop
methodologies to screen for fetal diseases. Many nonin-
vasive prenatal tests (NIPT) are being routinely per-
formed to easily and early screen for the most fatal fetal
diseases. These may include a wide variety of affections
such as chromosomal abnormalities, sickle cell anemia,
hemoglobinopathies, and cystic fibrosis, among other
disorders. The detection of fetal nucleic acids in blood of
pregnant women provides a wide and open field of study
and will lead to the development of many clinical appli-
cations. This methodology is not invasive compared with
other techniques such as amniotic fluid analysis, and it



has excellent sensitivity/specificity for clinical applications.
The majority of these clinical tests are currently target-
ing cell-free fetal DNA, for instance, to detect Q890X
mutation for parental-inherited cystic fibrosis [40] or
HBB gene mutant alleles for the detection of sickle cell
anemia [41, 42]. In a recent publication, Thung et al.
reviewed more in depth the NIPT issues and advantages
of detecting fetal DNA in maternal blood samples for
chromosomal (an)euploidies. The authors provided an
extensive insight on practical issues encountered for the
implementation of NIPT techniques based on examples
of literature data and their own [43]. Examples provided
included the detection of chromosomes 13, 18, and 21
and sex chromosome (an)euploidies, as well as other
autosomal aneuploidies and genome-wide deletions
and duplications. With these examples, Thung et al.
proposed an NIPT workflow that includes challenges
one may encounter during the implementation, such as
sample collection, fetal fraction, sample tracking, auto-
mation of DNA isolation and library preparation,
required sequencing, scope of testing, data analysis, and
discrepant findings. However, even though its use may
not be as extensive as is in DNA NIPT, the use of cell-free
fetal RNA in maternal blood could develop into an
important diagnostic approach for the detection of
genetic disorders and fetal defects. In early stages, cell-
free maternal RNA could identify the gender of the fetus
detecting Y chromosome-specific ZFY mRNA by a two-
step RT-PCR [39]. In addition, subsequent work on
plasma RNA from pregnant women, reviewed by Wong
and Lo., showed that the detection of temporal dynamics
from fetal transcriptome is currently a possibility to
assess [44]. Apart from other DNA-based NIPT tests,
the authors review the advances in the transcriptomics
NIPT field including several additional challenges com-
pared with DNA NIPT such as low quantity and quality
of mRNA extracted from maternal plasma, as well as
varying levels of fetal RNA transcripts due to gene
expression differences. To overcome all these challenges,
an unbiased RNA-Seq method may still be required for
the determination of the fetal transcriptome from mater-
nal plasma. This would open a new field of possibilities for
transcriptomics-based NIPT clinical applications, which
may include fetal tissue-specific markers for screening of
fetal aneuploidies and developmental defects [44].

The analysis of mRNAs for clinical diagnostics usually
targets a single transcript of interest. However, some of
the latest PCR technologies may allow for multiple
parallel PCR tests in a single run and with a single
sample. This widens the possibilities for diagnostic
applications, based on PCR tests, to screen for several
genes/targets at the same time. Hence, disease gene
panels are targeted and amplified. There are commer-
cially available tests for specific platforms that take
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advantage of multiple-gene screening using qPCR-based
approaches. As an example, Oncotype DX currently
commercializes three diagnostic tests for screening the
expression of selective gene panels for breast cancer,
colon cancer, and prostate cancer [45]. In all these cases,
the objective is to calculate the CR score that may
improve personalized cancer treatment. The first test
was developed for estrogen receptor-positive (ER+)
breast cancer to assess the risk of distant recurrence by
targeting 21 breast cancer key transcripts. Oncotype DX
for breast cancer is a breast cancer multiple-gene diag-
nostic assay for individualized treatment planning,
such as chemotherapy benefit and distance recurrence.
It uses a high-throughput RT-qPCR to analyze the
expression of the 21 genes from which 16 are cancer-
related genes and provide the majority of information
on the recurrence risk in ER+ breast cancer. This
21-cancer panel was developed by screening 250 candi-
date genes extracted from the literature and tested in a
cohort of 447 patients [29, 30]. Then, the 250-gene list
was reduced to a panel of 16 cancer-related transcripts
(Table 4.1) and 5 reference transcripts (BACTIN,
GAPDH, GUS, RPLPO, TFRC) that were validated. A
similar approach was followed to develop another assay
for colon CR score assessment, testing a total of 12
key transcripts for the stage II colon CR score [46]. Yet
another Oncotype DX assay was designed to calculate
the recurrence score using a panel of 17 genes for assess-
ing the risk of recurrence of prostate cancer [29]. Despite
all the aforementioned advantages, these approaches
still target a limited number of genes and not a full tran-
scriptome. Thus, they cannot be considered as global
transcriptomics techniques, even though the latest
advances in RT-qPCR throughput are pointing toward
that direction. In addition, some of these platforms, for
a cost-efficient use, must analyze many samples that
should be collected and run at the same time, which may
not be the ideal situation for a clinical application where
incidences may not be that frequent.

4.2.2 Microarrays

The technology of microarrays is based on the design of
multiple DNA probes that are bound on a solid surface
such as a glass slide. Microarray technologies have been
widely used in research for measuring gene expression
changes and elucidating the relationship between geno-
types and phenotypes. They are quite cost-effective for
profiling gene expression when it comes to model organ-
isms. Microarrays have also been used in clinical diag-
nostics. Some examples are the detection of copy number
variants using SNP arrays such as the Cytogenetics
Whole-Genome Array from Affymetrix or the
HumanOmnil-Quad BeadChip and HumanCytoSNP-12
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DNA Analysis BeadChip from Illumina. In general,
microarrays can be used for general screenings, gene
expression profiling, genotyping, and many other appli-
cations. However, like in PCR-based applications, the
use of predefined oligonucleotides (probes) is based on
previous knowledge availability. Thus, microarrays are
used for quantification of known sequences and not for
the discovery of new variants, transcripts, or other unex-
pected transcriptomics features [47].

In order to fully illustrate the limitations of microarray
technology, we should briefly present some basic con-
cepts. Microarray detection is based on hybridization of
sample DNA to nucleic acid probes, bound to the surface
of a slide. The probes are oligonucleotides with a usual
length of 25-120 nucleotides. To further measure the
quantity of hybridization to each specific probe, the tar-
get sequence (DNA or cDNA) is labeled with fluorescent
dyes. Then, after an image is taken and processed, signal
intensities can be read and converted to normalized
values in order to initiate the data analysis. Due to the
nature of microarray probe design, the capabilities of this
method are apparently restricted to known sequences
and therefore do not allow detection of target sequences
beyond the current knowledge. This factor can be a
disadvantage for non-model organisms, but diagnostics
of well-characterized organisms, such as humans, is
feasible, although it relies on the quality of the available
bioinformatics data at the moment the microarray was
designed. Microarrays can be used for diagnostic
transcriptome analysis. If properly designed, they will
not only provide information on gene expression and
expressed SNPs but also detect exon junctions and fusion
genes [48].

Normalization and processing of microarray data can
involve quite complex bioinformatics methodologies
and statistics. This is a consequence of the nature of the
data produced by this technology that may become a
limitation for someone not acquainted in the area.
However, significant efforts were put into developing
standardized procedures for microarray analysis. Some
of these procedures as well as suggestions, guidelines,
metrics, and thresholds, among other information, are
publicly available under the MicroArray Quality Control
(MAQC) website, together with the publications that
helped to reach consensus on these procedures. Refer to
the MAQC project for further details [49].

The human genome has been long studied and anno-
tated, making it easier to use the available information
to develop microarray probes for clinical diagnostics.
As an example, Agendia N.V. [50] developed clinical
tests for complex diseases such as breast and colon
cancers based on gene expression profiling microarrays.
The Agendia “MammaPrint” assay can be used to clas-
sify different types of breast cancer and to calculate the

recurrence risk. This assay was tested on a cohort of
6694 early breast cancer patients in a phase III trial
(MINDACT) to investigate the utility of the MammaPrint
70-gene signature (Table 4.1) for adjuvant chemotherapy
[51]. Similarly, another test for colon cancer could also
classify different cancer types as well as calculate recur-
rence risk factors with an 18-gene signature (Table 4.1)
[31]. Please refer to the Agendia N.V. available online
resources for further details, publications, and informa-
tion about the signature assessment, validations, clinical
trials, risk assessments, and test efficiency of the afore-
mentioned assays (www.agendia.com).

Genome-wide microarrays can yield a global view of
gene expression and are designed without any investi-
gator bias. Compared with custom-designed arrays,
genome-wide array analyses provide a better opportu-
nity of resolving complex and heterogeneous clinical
syndromes. A review by Wong of several approaches
for sepsis and septic shock shows the potential and
applications of the genome-wide microarray analysis
[52]. One of the outcomes of the studies carried out
with septic shock was the characterization of a 100-
gene expression signature. The correlation of clinical
phenotype of these pediatric patients with array data
showed that this expression signature could classify
septic shock of three different phenotypes. One of these
is a severe phenotype with increased illness severity
and higher mortality rate (Table 4.1) [32]. The proper
identification of phenotype-correlated marker genes
may also lead researchers to find potential therapeutic
targets. Hence, proper classification to clinical pheno-
types of septic shock would allow for the design of more
specific and targeted therapies. With the review of
many studies of septic shock showing similar results
for genes such as MMP-8, highly expressed in patients
with septic shock, it was possible to demonstrate that
inhibition MMP-8 resulted in significant improvement
of patient survival. Thus, genome-wide microarray
approaches can provide insights in the pathology of
complex diseases, help to classify patients in groups
with specific characteristics, and allow the discovery of
novel therapeutic targets [52].

Chao et al. [33] reported that in a microarray blood
transcriptome study carried out with 314 colorectal
cancer patients, a seven-gene classifier was able to detect
left-sided and right-sided lesions (lesions on the left and
right side of the colon, respectively) with 78% sensitivity
and 66% specificity against control samples with no colo-
noscopy pathology detected. Treatable cancers were
detected with a sensitivity of 76 and 84% for left- and
right-sided lesions, respectively. These results supported
the plausibility of integrating blood-based screening
tests into routine diagnostics for improved colorectal
cancer outcome (Table 4.1) [33].



4.2.3 Sequencing

The advances in DNA sequencing, and in particular
the advances of NGS, have significantly improved the
quantity and quality of genomic information that can
be obtained from clinical samples. The reduced cost of
NGS as well as the increase in throughput made whole-
genome sequencing (WGS), as well as other NGS
applications such as whole-exome sequencing (WES) or
RNA-Seq, a possible and reliable approach for clinical
diagnosis. However, there are still some challenges such
as data storage, management, analysis, and interpreta-
tion that have to be considered for the proper use of
this technology in clinical applications [11]. Following
the objectives of this chapter, the tools, applications,
approaches, and examples presented here will mainly
focus on the use of NGS for the analysis of the transcrip-
tome in clinical applications.

Many different platforms for massive parallel sequencing
were developed. The first example, although currently
obsolete, is the 454 Genome Sequencer from Roche
Applied Sciences. Also outdated is the SOLiD platform
from Life Technologies. The current and most widely
used technology is the Solexa “Sequencing-by-Synthesis”
technology that was acquired by Illumina in 2007. The
strength of these technologies relies on a very high
throughput at the expense of read accuracy and much
shorter read length when compared with the well-known
Sanger sequencing. However, the possibilities of use and
applications of this technology led to significant scientific
discoveries and diagnostic applications [11]. Fortunately,
some of the trade-offs are being reduced through
continuous platform improvements and developments,
which resulted in more advanced sequencer versions
such as the Ion Torrent and Ion Proton from Life
Technologies and the MiSeq and HiSeq from Illumina.
In particular the HiSeq versions have greatly improved in
accuracy and read length as well as in significantly higher
throughput. Meanwhile, the run time has been decreas-
ing, making it suitable for diagnostic use. Advances and
ongoing efforts to improve these platforms even further
have made the HiSeq platforms from Illumina the most
widely used NGS sequencers.

Depending on the sequencing platform of preference,
many options are available for library preparations. The
library preparation steps include all transformations
the nucleic acids of interest may require prior to being
completely ready for sequencing on the platform of
choice. In general, NGS library preparations for tran-
scriptomics consist of cDNA synthesis and extension of
the cDNA with specific ligated adapters for sequencing.
Furthermore, it is quite common that a minimum quan-
tity of RNA is required to ensure a minimal quality. For
body fluids and tissues, approximately 10ng of RNA is
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often sufficient, while for samples containing degraded
RNA, such as FFPE, a minimum of 100ng is strongly
recommended [53]. In addition, many adaptations to
library preparation protocols are reported in order to
cover different aspects of the complexity of RNA pro-
cesses and regulations such as posttranscriptional modi-
fications, gene expression, isoforms, regulation, splicing,
and degradation [7, 9, 54, 55]. For a better overview of
published protocols, please refer to available collections
of preparation methods such as the sequencing methods
review published from Illumina Technology [56].

The overwhelming quantity of data produced per sample
requires advanced bioinformatics analysis to address the
wide variety of possible questions. There are many tools
and software packages available that can analyze these
massive datasets, make inferences from the data, and
offer biological interpretations. Despite their differences,
there are some data analysis steps that are usually shared
among the different approaches. Common steps include
quality check of the sequencing data, sequence align-
ment to a reference genome or de novo assembly in
some other cases, and the assessment of the specific
experimental results in order to finally provide useful
diagnostic information [10, 11, 53]. It is accepted as good
practice to perform several quality checks at the different
steps in the process of analyzing clinical samples. Several
authors reviewed different quality measures and how
to use them during the downstream analysis. A recent
review by Li et al. exposed many sequencing quality
checks specific for RNA-Seq experiments including
checks assessing raw sequence quality, nucleotide com-
position, presence of rRNA or tRNA, and the presence of
other contaminant nucleic acids [57]. Another important
step is the alignment of the sequenced reads to the refer-
ence genome, or transcriptome. The human genome is
nowadays quite complete with the latest version 38
released on June 29, 2014, by the Genome Reference
Consortium, patch 4 (GRCh38.p4) (www.ncbi.nlm.
nih.gov/projects/genome/assembly/grc/human). In the
alignment, the human genome is used as matching refer-
ence for the sequenced reads. RNA-Seq data alignments
differ substantially from the DNA-Seq alignments. The
nature of read sequences in RNA-Seq provides extra
levels of complexity due to the fact that RNA molecules
are the product of transcription and posttranscriptional
processes such as splicing and RNA editing. The splic-
ing removes part of the transcribed sequences—the
introns—leaving the exons present in the sequence. After
the library preparation and its fragmentation step, which
is an optional step and commonly performed by sonica-
tion, some of the shorter reads obtained may come from
the region where two exons were joined. In this particu-
lar situation, the RNA-Seq aligners have to be flexible
enough to be able to map part of the reads to one exon
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and the other part to another exon, spanning an exon
junction [58]. There are many aligners available that can
deal with RNA-Seq data, such as Bowtie2, GSNAP,
STAR, and SpliceMap, among many others. Work has
been done to review and report available alignment tools
to help users through the, sometimes difficult, decision
of selecting the best tools for applications in clinical
diagnostics [10, 53]. In general, all aligners offer the
possibility to modify key parameters in order to adapt
their algorithms according to the quality of available data
and the question of relevance. Once a decent quality
alignment is produced, the proper diagnosis is usually
within reach. A common approach is to retrieve tran-
script abundance, as gene counts, for gene expression
profiles or differential expression. However, prior to
comparing two RNA-Seq datasets, the raw counts should
be normalized to account for some differences intro-
duced by handling during the library preparation steps.
Due to this inherent variability, normalization of raw
counts is required since these are not directly compara-
ble between or within samples [59]. There are many
normalization methods, some correcting for gene length,
GC content, and library size, as well as other bias adjust-
ments. For better understanding of the available normal-
ization procedures, Dillies et al. compared several
normalization methods in order to clearly present their
application in the context of RNA-Seq data. In summary,
the available DESeq and TMM normalization methods
showed to be able to maintain the power to detect dif-
ferentially expressed genes while properly controlling
the false positive rate [59]. Another way of normalization
to deal with extra biases found in cross-platform or inter-
laboratory comparisons relies on the inclusion of syn-
thetic spike-in materials. In some cases these external
RNA controls developed by the External RNA Controls
Consortium (ERCC) became available for the evaluation
of cross-platform performance according to GC content,
transcript length, and sequencing accuracy [12].

Extended information on RNA-Seq practices as well
as some additional recommendations, benchmarking
technology comparisons, reproducibility assessments,
and evaluations of RNA-Seq for clinical applications was
also published by the Sequencing Experiment Quality
Control (SEQC) consortium. The SEQC project is the
third phase of the MAQC, and it involves 12 countries,
78 organizations, and 180 researchers (http://www.fda.
gov/ScienceResearch/BioinformaticsTools).

The wide range of available bioinformatics tools offers
the possibility to answer various biological and diagnostic
questions. However, bioinformatics analysis may not be
able to overcome some limitations that we can still face
with NGS data such as highly repetitive sequences, 3’
biases, and biased GC content. In general, the small loss
of information due to these limitations is of low impact

compared with the significant insights that NGS pro-
vides. Repetitive sequences in the human genome are
well characterized, making it easier to handle problems
related to polymorphic copy number variation in these
regions. During the alignment steps, reads that map to
many locations of the genome (not uniquely mapped)
with equal quality are usually filtered. The enrichment of
3’ end sequences of genes, also known as 3’ bias, is a side
effect of the fast degradation of mRNAs from the 5’ end
of the transcript, which may be even more prominent
when using poly-A enrichment methods during the
library preparation. This effect can be widely avoided by
using higher-quality RNA, which should be possible in a
properly designed diagnostic setting. Additionally, 3’
biases may not affect the outcome of some analysis, such
as gene expression measurement, since it is considered
that all transcripts exhibit similar degradation and the
same library preparation was performed within a par-
ticular well-controlled experiment. The last limitation,
regarding some difficulties of sequencing high GC
regions, is a problem that usually results from several
causes. First, it is known that some polymerases may
have increased difficulties to transcribe high GC content
sequences. This, coupled with the inherent high repeti-
tive nature of GC or AT enriched regions, makes these
regions somehow tricky to analyze with higher levels of
confidence. However, not all high GC are affected at the
same level due to differences in GC percentages and
other nucleic acid composition [57]. Hansen et al. worked
on an alternative normalization method to acquaint for
the GC content as well as gene length of a particular gene
using a conditional quartile normalization [60]. However,
their method did not outperform other less sophisticated
normalization methods [59].

Cancer is commonly regarded as an accumulation of
genetic alterations such as single nucleotide variants
(SN'Vs), altered DNA methylation patterns, and chromo-
somal abnormalities. As a consequence of DNA modifi-
cations, there may be dysfunctional genes leading to
over- or underactivity and chimeric transcripts or gene
fusions. These alterations may disrupt the proper func-
tion of the gene, which may become an oncogene, a
malfunctioning tumor suppressor, or an incorrect DNA
repair gene. The occurrence of one or more of these
genetic alterations may affect cellular growth and lead to
tumor development. Since the landscape of cancer tran-
scriptome is complex, RNA-Seq can be very useful for
clinical diagnostic applications, offering a wider range of
screening possibilities to check for the whole diversity of
cancer-related alterations in a single run [10]. Many
studies have been carried out that contributed in the
understanding of molecular determinants of tumor cell
types. Cancer characterization is remarkably one of the
research fields that has dedicated considerable efforts to



adopt RNA-Seq for research purposes and to assess its
potential in clinical applications [6, 10, 11, 53]. Since the
accumulation of genetic alterations may be either inher-
ited or somatically acquired, RNA-Seq becomes a strong
complementary approach in screening and diagnostic
applications.

Among the most common genetic alterations in cancer,
we find gene fusions or chimeric genes that result from
chromosomal abnormalities such as inversions, dele-
tions, and translocations. Some of these alterations may
modify the expression of certain genes, which can be
detected with RNA-Seq. Seshagiri et al. [34] could
identify some duplications at the DNA level that corre-
lated with the overexpression of a particular gene, /GF2,
in a subset of colon tumors. In the same study, the analysis
of RNA-Seq data identified multiple fusion transcripts.
These included recurrent gene fusions from members of
the R-spondin family such as RSPO2 and RSPO3. The
fusion of these genes occurs in 10% of colon tumors.
Additionally, the authors detected an effect of mutually
exclusiveness between RSPO fusions and the presence of
APC, indicating a potential role in the activation of tum-
origenesis through the activation of the Wnt signaling
pathway. This was corroborated by the potentiating
effect of RSPO fusions detected over the Wnt signaling
(Table 4.1) [34].

If somatic mutations occur in a crucial DNA position,
this may translate into the development of a tumor.
Moreover, uncontrolled cellular divisions combined with
defects in DNA repair systems may lead to the evolution
of cancers in a clonal expansion manner. This stepwise
process and the resulting clonal expansion increase
the variability and genetic diversity in a complex pattern.
Therapeutic interventions in highly clonal expanded can-
cers introduce a strong selective pressure that translates
in resistant cancer cells. This is regarded to be one of the
major causes of therapy failure for some cancer types
[61]. However, work has been done to understand clonal
expansion and the dynamics of this complex evolution.
Shah et al. showed that the detection and quantification
of the clonal evolution was possible using RNA-Seq by
characterizing the mutational evolution spectrum. In a
similar study, the authors analyzed data from SNP arrays,
WES, and RNA-Seq for a total of 104 individuals
suffering from triple-negative breast cancer (TNBC).
The results showed that only 36% of validated SN'Vs were
expressed and detected within the transcriptome. These
SNVs as well as the detected splicing variants were mainly
accumulated to particular carcinogenic genes such as
TP53, PIK3R1, AP3B2, or TNIPI (Table 4.1). Additionally,
a significant enrichment of somatic mutations was
detected in noncoding regulatory regions such as retino-
blastoma-associated proteins transcription factor binding
(RTFB) sites. Several of these mutations were predicted
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as damaging the RTFB sites for genes such as SPATA17,
KCNE2, and SRRMS5 (Table 4.1). Additionally, it was
possible to differentiate early from late events in the
clonal evolution and identify driver genes, potential novel
pathways, and oncogenes that were not previously
described. Furthermore, authors showed that basal and
non-basal TNBC differ in their clonality at the time of
diagnosis, basal TNBC having higher clonal frequency
than non-basal TNBC [35]. In the end, RNA-Seq was able
to detect SN'Vs and splicing variants as well as to eluci-
date the clonal evolution of TNBC. These results offer
novel insight on cancer biology and will contribute to the
revision of the current diagnostic methods for multifac-
torial diseases such as TNBC.

Apart from complex diseases such as cancer, RNA-Seq
showed great potential in other fields of clinical diagnostics
such as immunology. Recent tendencies in immunological
studies showed that large-scale genomics and transcrip-
tomics approaches are becoming more popular options for
immunological studies. These global approaches can help
to mitigate, for instance, the limitation of cellular heteroge-
neity in blood samples, even though the measurement of
cell composition in blood samples is not always perfect [6].
Despite this limitation, the use of a global approach, such
as transcriptomics analysis of blood samples, has shown to
provide very nice advantages toward clinical diagnostics as
was seen in early research done on autoimmune disorders,
cancer, and infectious diseases [6].

Transplant rejection in heart transplants has been
assessed by an endomyocardial biopsy test. But this is an
invasive procedure that is characterized by greater risk of
morbidity, discomfort for the patient, tissue sampling
errors, and late detection of rejection. Due to all these
limitations, it was necessary to find an alternative to this
type of invasive tests to detect heart transplant rejection
and to more accurately and early adapt patient treatment
to avoid transplant rejections. With this in mind, Chen
et al. [36] used an NGS approach to analyze peripheral
blood gene expression profiles, monitor the immune
system, and potentially avoid heart transplant rejection
by early detection. For this study 12 patients were ana-
lyzed from grade O (6 quiescent patients) to grade 2R and
3R (6 rejection patients). The results were validated by
qPCR of 47 individuals from three different rejection
groups. A total of 10 genes (Table 4.1) were identified,
which provided a signature of high risk for severe rejection.
This 10-gene signature was also tested to be effective in
other organ transplants [36].

Other research work in the field of renal diseases
also showed the potential of RNA-Seq to identify gene
expression profiles, gene pathways, and alternative
splicing linked to TGFB and SMAD3 signaling in chronic
kidney diseases (CKD) [62]. In summary, research findings
using animal models provided insight information about
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SMADS3 signaling and its function in renal injury, as well
as highlighting potential targets for CKD therapies [62].
The study of SMAD3-dependent renal injury was per-
formed using tRNA of kidneys from mice animal models
with SMAD3 wild type and knockouts for immune- and
nonimmune-mediated CKD (antiglomerular basement
membrane glomerulonephritis and obstructive nephropa-
thy, respectively). Zhou et al. reported nine differentially
expressed genes linked to SMAD3 (IGHGI, IGHG2C,
IGKV12-41, IGHV14-3, IGHV5-6, IGHG2B, UGT2B37,
SLC22A19, and MFSD2A) and showed that renal injury
transcriptomes may mediate pathogenesis of CKD.

4.2.4 Discussion

Recently acquired knowledge, and technology, calls for a
wide-scale use of transcriptomics in clinical applications.
By using these technologies we may screen for multiple
disease determinants in a single run and obtain informa-
tion on the cause of the disease as well as on the potential
response to treatments and many other factors. However,
wider screening approaches such as transcriptome
profiling are still not commonly preferred over PCR
diagnostic tests. The use of PCR for monitoring one or
several genes is cheaper than a complete expression
profile in the terms of price per sample. However, when
considering the price per screened gene, transcriptomics
approaches offer a significant advantage. For instance,
a 1 tier Fluidigm (multiple-reaction RT-qPCR-based
platform) assessing 90 transcripts would cost 22 euro
(25%) per sample or 0.24 euro (0.27$) per gene (adapted
from Ref. [6]), while an mRNA-Seq would currently cost
around 400 euro per sample but much less 0.01 euro per
gene, considering that RNA-Seq potentially yields thou-
sands of genes (Table 4.2). This shows that reducing the
complexity of disease diagnostics toward a few key
genes may reduce the immediate costs of the clinical

assay. On the other hand, the cost of NGS will decrease
considering the advances in sequencing chemistry.

Some omics approaches in clinical diagnostics make use
of quite costly and/or experimentally challenging global
approaches such as proteomics and transcriptomics. They
replace tests for individual biomarkers, which would be
required in increased numbers if global tests would not
be available. Transcriptomics assays have the potential to
be widely applied in the clinical setting since they are
reliable and reproducible [6]. Given the mass of available
knowledge about the human genome and disease bio-
markers, RNA-Seq approaches or even NGS and genomic-
wide microarrays should be considered as options for the
future development of clinical diagnostic assays. There are
examples of development of clinical applications based on
NGS approaches that show their potential toward person-
alized medicine, despite these being DNA-based applica-
tions. Within this context, Renkema et al. reviewed several
applications for CKD, highlighting that NGS-based DNA
genetic testing can reduce the costs and turnaround time
in diagnostics of steroid-resistant nephrotic syndrome
and autosomal dominant polycystic kidney disease (PKD).
The authors emphasize on the need of WGS approaches
to identify nephronophthisis causative genetic variants
due to oligogenic inheritance for genes such as NPHP2,
NPH3, and AHII. In addition NGS approaches allowed
researchers to achieve a greater understanding of diseases
and the pathogenesis of genetic disorders. Renkema et al.
remarked that systems biology approaches that integrate
data from various sources could be used to screen for
potential drug targets. Additionally, the authors provided
the example of PKD animal models used to determine
efficacy of vasopressin receptor V2 antagonist [63].
Overall, given the latest tendency of clinical applications
toward personalized medicine approaches, we may pre-
dict an increase of research to develop transcriptomics-
based diagnostic applications.

Table 4.2 Technical comparison between PCR, microarray, and RNA-Seq methodologies.

PCR Microarray RNA-Seq
Principle Hybridization Hybridization Sequencing
Resolution 25-100bp 25-120bp Single base
Dependence on available knowledge High High Low
Background noise High High Low
Identification of isoforms Limited Limited High
Differentiate between allelic expressions Limited Limited High
Maximum number of samples per run 384 2 (96")x 8
Maximum number of target genes per sample 1728 30455% Everything transcribed

Source: Adapted from Mimura et al. [8] and complemented with Devonshire et al. [12] and personal information.
*As of number of CCDS genes from RefSeq genes annotated and the number of hybridization probes designed.



Several studies were recently reviewed by Chaussabel
[6] providing a detailed vision of the perspectives of
blood transcriptomics in the field of clinical diagnostics.
The various applications reviewed included neurological
disorders such as autism and Alzheimer; assessing rejec-
tion risk signatures for organ transplants such as the
liver, heart, kidney, or bone marrow; and a wide variety
of different affections such as transcript signatures for
exposure of environmental factors, respiratory diseases,
allergy, stroke, infections, and diabetes, among others.
This highlights the possibilities that a wider approach
may offer to clinical diagnostics in terms of types of dis-
eases that can be properly resolved, diagnostic tests that
may be developed, and the discovery of therapeutic
targets.

Hybridization-based methods such as microarrays and
PCR are bound to existing (and potentially limited)
knowledge about the transcriptome and its association
to possible disease phenotypes. Advances in the under-
standing of the human genome, function of genes, and
their link with disease phenotypes will lead to improve-
ments in the design of PCR tests and microarray experi-
ments. However, currently only a few organisms such as
Homo sapiens have a well-studied transcriptome, and
our understanding of its complexity is still far from being
complete [64]. Therefore, with respect to molecular test-
ing in humans, few well-characterized disease-causing
genes can be used with confidence as diagnostic tools.
Tests performed to analyze more complex and hetero-
genic diseases are more challenging to implement in
the clinical setting. The use of whole transcriptome
approaches such as RNA-Seq opens up new possibilities.
This, coupled with the increasing number of databases
for storage and easy access to data, will provide the basis
for larger and more complete studies with data that
maintain scientific relevance for many years. The switch
to global approaches such as whole transcriptome
analysis will enable better prediction of disease onset,
outcome, severity, and treatment response and in general
easier patient management [6].

Current genome-wide gene expression microarrays do
show an improved and reasonably accurate probe design.
However, the technology still relies on the hybridization
of fluorescent DNA to quantify the expression. This
hybridization is known to produce some background
noise that can interfere with the true signal. There have
been several studies and reviews that address this topic
while comparing different technologies in terms of
throughput, accuracy, cost, and efficiency. For instance,
Marioni et al. [64] assessed the technical differences
between microarray technology and RNA-Seq. Despite
the decent high-throughput setup that microarrays
offer, the authors highlight the implicit high back-
ground noise of microarrays due to cross-hybridization.
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The methodology for controlling this noise in addition to
the differences in the design of the hybridization probes
makes microarray results almost impossible to merge
with other experiments [64]. This effect is mitigated in
NGS approaches that showed a higher resolution, fewer
artifacts, greater coverage, and a wider dynamic range
than microarrays [65].These factors as well as many other
characteristics of microarray technology and RNA-Seq
have been extensively compared and reviewed since the
release of RNA-Seq in 2009 [8, 64, 66]. It must be empha-
sized that the detection of low-abundance transcripts
can only be performed by using RNA-Seq technology [67].
This, as well as the ability to detect previously unknown
transcripts, makes sequencing approaches more sensi-
tive and complete than microarrays detecting up to 25%
more differentially expressed genes [68]. Nevertheless,
microarrays are still widely used in clinical diagnostics
and will most likely still have a complementary role in
clinical transcriptomics applications [69].

System-scale approaches are not applied in the clinical
setting. Despite the numerous advantages that RNA-Seq
may offer to clinical applications, it is still a fact that
wider transcriptome approaches are yet to be imple-
mented. This may be due to the understanding of tran-
scriptome diagnostic tools as a cost—benefit risk when
considered from a monetary but not a medical care point
of view. In fact, if everything that needs to be measured
is indeed measured by a transcriptome assay, there would
be no market for dedicated assays, kits, and instruments
for different tests and diagnostics [6]. The benefits of this
shift would potentially improve disease diagnostics and
reduce healthcare burden especially for more complex
diseases. In this hypothetic situation, diagnostics for
autoimmunity, cancer, cardiovascular diseases, infectious
diseases, neurological diseases, nutrition deficiencies,
pregnancy tests, and disease severity, onset, outcome,
and response to treatment could be monitored from a
single centralized laboratory [6, 33, 70-72].

The significant progress in high-throughput technolo-
gies such as genomics, transcriptomics, proteomics, and
peptidomics, among others, will lead to personalized
high precision medicine. In this setting the traditional
symptom-oriented diagnosis and treatment would be
complemented with individual molecular profiles of the
patients, allowing a better treatment [73]. In this situa-
tion, transcriptomics as a continuously improving high-
throughput precision omics would greatly facilitate the
process. The detailed information of the transcriptome
profile would reflect potential physiological changes at
the sample collection time. Additionally, the integration
with other omics would enhance the scientific research
process. Eventually this would translate into improved
healthcare by monitoring the patient health status
and by applying personalized and preventive treatments.
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At first, one may think that this would increase the costs of
the healthcare system since some of these omics assays are
currently quite expensive. However, as has been reviewed
in the “RNA-Seq” section, this would especially help the
understanding of complex diseases [35, 74, 75] and in the
long term reduce the healthcare burden globally [73].

The successful integration of several omics approaches
led to a better understanding of complex diseases. In this
situation, one omics technology may be compensating
some limitations of another omics approach. In the fol-
lowing example genomics and transcriptomics data were
combined. In this approach, the two technologies used
for improving complex multifactorial pathologies were
the analysis of RNA-Seq combined with DNA sequenc-
ing such as WGS or WES. In this setup DNA sequencing
offers a very accurate detection of potential DNA variants,
which is then complemented with the gene expression
profile of RNA-Seq. Using this approach Codina-Sola
et al. [74] identified rare de novo mutations, inherited
mutations including chromosomal abnormalities, and
multiple hits in autism spectrum disorders (ASD). In this
process, RNA-Seq was crucial to identify low frequency
and rare mutations that were initially missed in WES due
to usual filtering such as intronic causative mutations.
The functional consequences of some of these mutations
that were identified due to the combination of WES and
RNA-Seq included aberrant transcripts, deregulated
expression, allele-specific expression, and nonsense-
mediated decay [74]. In conclusion, integrative whole
sequencing approaches such as WES and RNA-Seq
have proven to mutually increase the mutation detec-
tion efficiency. They enable to detect rare inherited and
acquired mutations including intronic mutations affect-
ing transcript splicing, overall expression, and allelic
expression. This strategy contributed in the assessment
of risk factors in a complex and highly heterogeneous
etiology such as ASD.

Sample availability is usually limited in the case of
human tissue specimens for research purposes or for
clinical applications. This makes the process of sample
selection a key step for the correct understanding of
tissue-associated biological processes. Blood samples are
among other biofluids such as saliva, one of the easiest
tissue samples to obtain [12]. Therefore, many studies
have been performed with blood samples to detect bio-
markers and molecular determinants. However, the dif-
ferentially expressed transcripts detected in blood may
be underrepresented or only detected in a later state [73].
Despite this limitation, there are some successful studies
characterizing blood samples by transcriptomics in
immunological diseases [6]. Other types of biofluids may
also be easily obtainable, making them an interesting
target source for many researchers that want to develop
new diagnostic tools using these noninvasive tissue

sources such as saliva or urine [12]. Other tissue sample
types are either not that easily accessible such as the
heart, liver, and other internal organ samples or com-
pletely unavailable such as brain tissue. If sample avail-
ability is scarce, it makes the switch toward whole
transcriptome approaches even more necessary since all
genes expressed in such samples would be measured at
once. This would serve two purposes: first, perform the
required diagnostics for the patient at the moment of the
test, and second, provide a wider overview of the patient
transcriptome that could be stored in a database for
future research or develop new diagnostic applications.
Using this approach, samples would be available to be
further included in larger clinical studies that provide
sufficient power with the collected samples [73]. These
changes in diagnostic application workflows would
certainly make a big difference for those diseases where
sample numbers are a limitation for the design of a
clinical trial, as well as provide enough time to collect
samples that would more accurately represent popula-
tion frequencies.

Nevertheless, if transcriptomics approaches are to be
implemented in clinical applications, the quantity of
available data would increase the need of data handling
measures. High-throughput applications can produce a
tremendous amount of data, which is challenging to
process, handle, and properly annotate with the purpose
of further clinical interpretation. However, advances in
computer technologies and databases as well as bioinfor-
matics and available knowledge continuously improve.
In the end, the objective of storing all these data and
clinical results is to make it easier for clinicians to mine
the databases with appropriate algorithms and make
more accurate medical decisions. For this, comprehen-
sive databases are required, which would store health
records, variant calls, expression profiles, and all other
patient-related molecular information [73].

There are currently many databases that can provide
comprehensive functional annotations such as the
Catalogue of Somatic Mutations in Cancer (COSMIC)
[76], which is a comprehensive collection of somatic
mutations for human cancer, or the Leiden Open (source)
Variation Database (LOVD) [77], which provides a tool to
collect and display DNA variants. These databases may
potentially facilitate the complex process of annotation of
high-throughput sequencing data. It is through the small
effort of global sharing of particular findings that these
databases are greatly improving over the years in quantity
and quality of annotations. Other efforts are thrown
into database collections of gene expression datasets
such as the Expression Atlas [78]. In this case gene expres-
sion profiles are publicly available and accessible, which
provides information about different organisms, expres-
sion patterns, and biological conditions, among others.



The Expression Atlas includes RNA-Seq experiment data
as well as microarray experiment data that can be reana-
lyzed through their web portal [79]. There are other
similar initiatives with a more focused character such as
Nephroseq and Renal Gene Expression Database [80],
which both center in collecting expression profiles related
to human nephrology diseases. Please refer to the avail-
able online resources for further details [81, 82].
Additionally, there is also the possibility of using publicly
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MicroRNAs are short (18-23 nucleotides in length),
noncoding, endogenous, single-stranded RNA molecules
involved in posttranscriptional regulation of gene expres-
sion. Although discovered only two decades ago, these
small RNA molecules are one of the “hottest” trends in
biological research.

The discovery of the first miRNA took place in 1993.
In that year, the two teams of Ambros and Ruvkun inde-
pendently published complementary studies on a gene,
called lin-4 in Caenorhabditis elegans [1, 2]. Both teams
identified that the lin-4 gene produces a small transcript
that does not encode a protein but negatively regulates
the level of the LIN-14 protein involved in the develop-
ment of C. elegans [1, 2]. The team of Ambros deter-
mined that the transcript of lin-4 was complementary
to a repeated sequence in the 3" UTR of lin-14 mRNA,
proposing an antisense RNA-RNA mechanism of regu-
lation [1]. In parallel, the team of Ruvkun reported
that posttranscriptional control of lin-14 mRNA by
the formation of duplexes in the 3° UTR leads to the
downregulation of lin-14 gene expression [2]. These two
groups had identified the first miRNA!

Seven years passed until the identification of a second
miRNA, let-7 [3]. In 2006, the Nobel Prize in Physiology
or Medicine was jointly given to Fire and Mello for their
research in 1998 on the discovery of the silencing mech-
anism of mRNA expression by small interfering RNA
molecules, which are now known as the action mechanism
of miRNAs. Since 2001, microRNAs or miRNAs have
been shown to be involved in a variety of physiological
functions and diseases and forced the scientific interest
and research to evolve accordingly toward detecting and
identifying these small molecules [4]. The continuously
increasing number of reports on miRNAs, starting from
some hundreds per year until 2007 and reaching approx-
imately 7000 in 2013 and 2014 (PubMed search for

“microRNAs” and “miRNA”), suggests their importance
in physiology and disease. This increase is also the result
of the more extensive use of next-generation sequencing
(NGS) technologies in combination with simplified
extraction, quantification, and expression analysis meth-
ods of miRNAs. Improved bioinformatics tools have also
contributed to the number of newly identified miRNAs [5].
Today, the number of miRNA entries in miRBase (the
first and largest database of miRNAs) in the last update
of June 2014 (version 21.0) reached 28645 miRNA
entries when considering all species and 2588 entries for
human miRNAs only [6].

5.1 miRNA Biogenesis, Function,
and Annotation

The biogenesis of an miRNA is initiated with the genera-
tion of a so-called primary miRNA (pri-miRNA) [7]. This
transcript originates from specific noncoding genes or
from introns of coding genes in the form of a cistronic
or polycistronic transcript [8]. In the canonical pathway,
the pri-miRNA exhibits a first cleavage at the flanking
transcript sequence by the Drosha/DGCR8 complex and
reforms to the precursor miRNA (pre-miRNA) with a char-
acteristic hairpin loop structure (Figure 5.1). Alternatively,
in the noncanonical pathway, the pre-miRNA is released
from the introns of the host mRNA transcript and bypasses
the Drosha cleavage. Next in the non-canonical pathway
the mRNA transcript is processed by a complex called spli-
ceosome to produce the “mirtron,” and next, the mirtron
refolds to the typical pre-miRNA hairpin form [8].

The next step includes the transfer of the pre-miRNA
from the nucleus to the cytoplasm via exportin-5 in a
Ran-GTP-dependent manner. Subsequently DICER and
the HIV-1 transactivating response (TAR) RNA-binding
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Figure 5.1 mRNA biogenesis and function. (A) In the first step of miRNA biogenesis, miRNA is transcribed similar to mRNA transcription
with the help of polymerase Il or lll and various transcription factors followed by precursor miRNA (pre-miRNA) generation via a canonical
and noncanonical pathway. (A1) Canonical pathway: miRNA is transcribed in a primary form (pri-miRNA with a hairpin loop) and then
spliced by the Drosha/DGCR8 complex to form the pre-miRNA. (A2) Noncanonical pathway: A “mirtron”is generated from mRNA after
splicing in a complex called splicecosome. Next, the mirtron reforms to the shape of a pre-miRNA. (B) The pre-miRNA is transferred from
the nucleus to the cytoplasm with the help of exportin-5 in a Ran-GTP-dependent manner. (C) In the cytoplasm the protein DICER
together with TRBP cleaves the pre-miRNA hairpin loop and releases the two strands. One strand will serve as the mature miRNA (18-22 nt
length), while the other, in most cases, will be degraded. (D) The mature miRNA then binds to a protein complex including AGO2, forming
the so-called RISC. AGO2 then leads the miRNA to the mRNA target. (E) If the miRNA sequence is completely complementary to the 3’ UTR
of the mRNA, it binds and AGO2 cleaves the mRNA, completely stopping the translation of the protein. (F) If the miRNA sequence is
partially complementary with the mRNA's 3" UTR, GW182 is recruited in the RISC to aid with the connection and inhibit translation. AGO2,
Argonaute 2; DGCR8, DiGeorge syndrome critical region 8; FXR1, fragile X mental retardation-related protein 1; PACT, protein kinase
R-activating protein; RISC, RNA-induced silencing complex; TRBP, HIV-1 transactivating response (TAR) RNA-binding protein. The picture
was designed using Servier Medical ART (http://smart.servier.fr/servier-medical-art).

protein (TRBP) bind and cleave the double-stranded
pre-miRNA, releasing the mature single-stranded
miRNA and loading it on the Argonaute2 (AGO?2) pro-
tein [9]. The miRNA strand with the less stable paired 5’
end is preferentially loaded into the AGO2 protein [10].
From this point, the mature miRNA is active. The other
single-stranded miRNA is usually degraded, but on
some occasions it is also used in the same way as the
mature single-stranded miRNA [11]. Next, the RNA-
induced silencing complex (RISC) is formed. The full
composition of this RISC is still unknown, but the most
important protein is represented by AGO2 [8]. AGO2
belongs to the Argonaute (AGO) family composed of
four member proteins. AGO2 binds directly to its small
RNA partners and its function is similar to endonucle-
ase-mediated cleavage of RNA [10]. Other proteins
identified to be part in the RISC are DICER, TRBP, pro-
tein kinase R-activating protein (PACT), and fragile X

mental retardation-related protein 1 (FXR1) [12, 13].
The RISC guides the miRNA to the mRNA target based
on a 2-8 nucleotide sequence (also known as the seed)
at the 3" UTR of the target mRNA [14]. From this point
in time, the miRNA initiates its biological function,
which is to block the translation of the mRNA by two
possible pathways: (i) in case of full complementarity of
the miRNA and the 3" UTR target, the mRNA is cleaved
[9], or (ii) in case of partial complementarity of the
miRNA and 3’ UTR target sequence, the GW182 pro-
tein is recruited to the RISC interacting with AGO2 to
aid in the target identification, leading to translation
repression [15]. In any case the result is inhibition of
gene expression. Interestingly, one miRNA gene can
lead to the generation of more than one mature miRNA,
and on the other hand, different miRNA genes can be
clustered into so-called miRNA families based on the
miRNA sequence [16].



5.2 Annotation of miRNAs

The nomenclature of miRNAs is complex. In 2003
Ambros et al. proposed guidelines for newly identified
miRNA annotation [16]. These rules were applied later
to miRBase and are followed until today for every new
miRNA identified. In brief [17],

o mir and miR: A small (r) represents the pre-miRNA, while
the (R) represents the mature miRNA, for example, mir-15
is the pre-miRNA-15 and miR-15 the mature miRNA.

o The three letters in front of the miR represent the origin
of the species in which the miRNA was found, for exam-
ple, hsa (Homo sapiens) and mmu (Mus musculus).

e The numbers to register the miRNAs are ascending.
Different numbers are given when an miRNA has sig-
nificant sequence differences. The accession number
of each miRNA is the only unique identifier. Lin-4 and
let-7 (lethal-7) are an exception for historical reasons.

o The same miRNA in different species receives the same
number to preserve homology among the database, for
example, hsa-miR-16-5p (human) is the ortholog of
mmu-miR-16-5p (mouse).

e Sequences with one or two different nucleotides are
assigned with the same number but an additional letter to
distinguish, for example, hsa-miR-15a and hsa-miR-15b.

o If the same miRNA is found in different loci of a chro-
mosome, the difference is at the pre-miRNA level, and
a number is added to distinguish those, for example,
hsa-mir-16-1 and hsa-mir-16-2.

e miR and miR* The mature microRNA found from one
arm of the hairpin is usually much more abundant than
that found from the other arm [7], in which case an aster-
isk following the name indicates the mature species found
at low levels from the opposite arm of a hairpin. Recent
studies however suggested that not in all cases the mature
miRNA is released from the same arm [18], and as a
result the suffix -5p or -3p is added to define from which
arm of the pre-miRNA the mature is originating.

o If miRNAs share the same sequence over a stretch of
2-8 nucleic acids, they are derived from the same
precursor and belong to the same cluster generating
an miRNA family; for example, the mir-15 family con-
sists of miR-15a and miR-15b sequences, as well as
miR-16-1, miR-16-2, miR-195, and miR-497.

5.3 miRNAs: Location, Stability,
and Research Methods

5.3.1 miRNA Analysis and Tissue Distribution

Since miRNAs are basically transcribed the same way
as mRNAs, miRNAs are expected to be expressed in
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every tissue. Numerous reports, using a variety of molec-
ular biology methods, provide information about the
expression levels of miRNAs in different tissues [19, 20].
In addition, most methods for extraction, quantification,
and expression of miRNAs are highly similar to the
methods used for DNA and mRNA analysis (real-time
qRT-PCR, microRNA arrays, in situ hybridization, bead-
based profiling, and NGS) [21, 22]. In addition, in silico
analysis has been shown to be a useful tool for the
prediction of the localization and tissue specificity of
miRNAs by collecting information from many different
tissues [23]. This analysis led to the suggestion that
miRNAs distribute unequally in tissue and that some
miRNAs can be listed as “tissue specific” and can be used
as identifiers for these tissues, for example, miR-122a for
the liver, miR-1 and miR-133a for the heart and skeletal
muscle, miR-9 for the brain [23], and miR-192 and
miR-194 for gastrointestinal organs and kidney [19].

5.3.2 miRNAs in Body Fluids

Since miRNAs are involved in many biological pathways
and functions and found in all tissues, it is a reasonable
assumption that they can also be found in body fluids
and can represent changes in adjacent tissues. Indeed, in
2009 Hanson et al. evaluated for the first time miRNA
expression in five dried relevant body fluids including
blood, saliva, semen, vaginal secretions, and menstrual
blood. They were able to identify a number of miRNAs
that could be used to distinguish between different fluid
samples by monitoring differential expression levels of
these miRNAs in these samples. These miRNAs are
miR-451 and miR-16 for blood, miR-135b and miR-10b
for semen, miR-658 and miR-205 for saliva, miR-124a
and miR-372 for vaginal secretions, and miR-412 (in
combination with miR-451) for menstrual blood [24].
Further studies by Weber et al. showed that miRNAs can
be found in at least 12 different body fluids including
milk, colostrum, saliva, seminal fluid, tears, urine, amni-
otic fluid, bronchial lavage, cerebrospinal fluid, plasma,
pleural fluid, and peritoneal fluid [25]. Other reports
followed to confirm these findings and also suggest
additional miRNAs as identifiers of these body fluids,
such as miR-185 and miR-214 for menstrual blood;
miR-20a, miR-126, and miR-486 for blood; miR-943,
miR-135a, miR-888, and miR-891a for semen; miR-583,
miR-200c¢, miR-203, miR-205, and miR-138-2 for saliva;
and miR-617, miR819a, and miR-124a for vaginal
secretions [26-28].

But how do these miRNAs end up in body fluids?
MiRNAs are secreted from the cells in which they are
produced and packed in microparticles such as microves-
icles, exosomes, or apoptotic bodies and are also attached
to RNA-binding proteins (RBPs) or lipoprotein complexes
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explaining their presence in body fluids [29] (Figure 5.2).
Exosomes are the best studied miRNA vehicles. These
vacuoles transfer cellular components between cells and
promote cell-to-cell communication and interactions
[30, 31]. Studies have shown the existence of exosomal
transfer of functional mRNAs and miRNAs from one cell
to another. One of the strongest arguments for the
existence of this phenomenon is the study of Valadi et al.
in which exosomes secreted by mouse mast cells trans-
ferred into human mast cells produced mouse proteins
in the human cells [32]. Except being the means of trans-
port, exosomes, similar to the other miRNA carriers and
binding proteins, also act as “bodyguards” of microRNAs
by protecting them from RNAse activity (see following
text). Studies reported that exosomal miRNAs are intact
and protected from degradation rather than cell-free
miRNAs in, for example, urine, which are more likely to
be degraded by RNAses [33, 34].

As mentioned, miRNAs can be protected and trans-
ported by binding to proteins, allowing circulation in
body fluids and cell-to-cell communication. In particu-
lar, RBP AGO2 (Figure 5.2) was shown to be involved in
miRNA transport in the circulation, which potentially
leads to the transport of a functional miRNA-induced
silencing complex [35]. Another RBP with a similar

-ﬂ.‘-."!'-: K

Pre-miRNA

action as AGO2 is nucleophosmin 1, which was found
to carry miRNA in serum in humans and is possibly
involved in cell-to-cell communication [36]. High-
density lipoprotein (HDL) lipoproteins, surprisingly,
were found to have a role in the transport of miRNAs in
a similar way as RBPs [37]. Finally, circulating apoptotic
cells seem to contribute to miRNA transport as well.
MiRNAs are released in the circulation after apoptosis
bound to the previously mentioned RBPs and can be
absorbed by other cells and perform their function [38, 39].

MiRNAs can be found in urine. These urinary miR-
NAs are attached to RBPs or contained in exosomes,
making the urinary pool of miRNAs potentially suitable
for detection and monitoring of both renal and nonrenal
diseases [34, 40]. One point that needs to be highlighted
is that miRNAs in urine are less abundant than in plasma
or serum, and this is most likely due to higher RNAse
activity in urine [34]. The urinary miRNAs, as potential
biomarkers or pointing to potential therapeutic targets,
could be useful in the treatment and the detection of the
major and constantly rising worldwide health problem of
kidney diseases [41]. The origin of urinary miRNAs is
still not fully elucidated. Urinary miRNAs are likely to be
shedded from cells all along the urinary pathway [38, 42].
Also, miRNAs could potentially be filtered from the

miRNAs can be released
from the cell by
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%+ Cell injury
** Apoptosis —

Lipoproteins
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Figure 5.2 miRNA-transporting molecules. During biogenesis or even after fulfilling their biological function, miRNAs can be
incorporated into exosomes or bound to lipoproteins (e.g., HDL) or RNA-binding proteins (e.g., AGO2). Release of the encapsulated or
bound miRNAs can occur via exocytosis during cell lysis and apoptosis. Encapsulation or binding to these proteins most likely protects the
miRNAs from degradation in the hostile biofluid environment. The figures were designed using Servier Medical ART (http://smart.servier.

fr/servier-medical-art).



plasma, although the exosome size (30—100nm) is at the
limit value for glomerular filtration (fenestrations’ diam-
eter is 60—80nm) [43, 44]. A recent study has shown that
exosomes can cross physiological barriers, such as the
brain—blood barrier, despite their large size [45].

The role of urinary miRNAs is still unknown. Either
urinary miRNAs can be considered as waste or miRNAs
could use urine as a vehicle to move through the urinary
tract and function in areas downstream from their site of
production. Further research to answer these questions
is needed.

5.3.3 Stability of miRNAs

Due to their small size and the protective mechanisms
described earlier, miRNAs are quite stable [46, 47]. The
stability of the intracellular mature miRNA has been
shown to be regulated by the thermostability of the
AGO2/miRNA interaction [48-51].

For research purposes, it is possible to extract miRNAs
from biological samples stored at least up to one year
under laboratory conditions (relatively constant humid-
ity and ambient temperature, no UV exposure, and dust-
free). MiRNAs extracted from such samples show no
signs of degradation [28]. Plasma and serum miRNAs are
stable for 24h at room temperature and resist to eight
cycles of freezing/thawing [52]. Further stability studies
on plasma showed that exosomal miRNAs are more
stable compared with plasma mRNA when storing the
samples at 4, —-20, and -80°C for 2 weeks, 2 months,
3 years, and 5 years [53]. Similar observations hold for
formalin-fixed paraffin-embedded (FFPE) tissue sam-
ples, suggesting that miRNAs are more suitable than
mRNAs as potential biomarkers [54]. This stability is
an important feature of miRNAs over mRNAs because
in clinical practice the availability of sample storage at
-20°C is significantly higher compared with -80°C.

Another field that needs more detailed investigation is
the stability of urinary miRNAs, either free, protein-
bound, or in exosomes. Few studies have examined this
topic. One of the first studies that included the investiga-
tion of the stability of miRNAs in urine was from Yun
et al. They tested whether cell-free miRNAs in urine are
able to be used as prognostic and diagnostic biomarkers
for bladder cancer. They showed that after seven freeze/
thaw cycles or after storing urine at room temperature
for 3 days, miRNAs showed only minimal signs of degra-
dation [55]. Other studies demonstrated successfully the
stability of urinary miRNAs after, up to 10 freeze/thaw
cycles, different storage temperatures between 4 and
-80°C for short and long periods of time (between 5 days
and 2 years) [56, 57]. This apparent stability of urinary
miRNAs opens the window for multiple applications of
miRNAs in research and in clinical practice.
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Overall, the stability of miRNAs and their presence in
nearly all tissues and body fluids have placed miRNAs in
the center of attention. Circulating miRNAs have become
the study material of choice as possible biomarkers and
therapeutic targets of disease.

5.3.4 Methods to Study miRNAs

5.3.4.1 Sampling

High-quality miRNAs can be extracted from a wide
range of cells and tissue samples, such as cell lines and
fresh or FFPE tissue samples as well as any kind of body
fluid (plasma, serum, urine, etc.). Even if it was esti-
mated that the miRNA fraction is about approximately
0.01% of the total RNA mass, the technological progress,
together with the aforementioned stability of the miR-
NAs, yields in general enough miRNA material and of
high quality for downstream studies (reverse transcrip-
tion polymerase chain reaction (RT-qPCR), microarrays,
NGS, etc.) [58].

5.3.4.2 Extraction Protocols

miRNA extraction is quite straightforward, with minor
protocol modifications for different tissues and body
fluids. The progress in technology reduced the amount
of starting material needed to perform miRNA expres-
sion analysis from 50 ml of urine or plasma to 0.1-0.5ml
For example, as little as 200 pl of urine can be used for
(semi)quantitative RT-PCR analysis [59]. The available
commercial miRNA extraction kits are suitable for all
biological samples following similar protocols and offer
two options for the isolation of the miRNAs from total
RNA after the use of a lysis buffer and protein dena-
turation using guanidinium isothiocyanate: (i) The first
option includes the use of affinity columns in which
miRNAs bind to the stationary phase, while larger
molecules like DNA or RNA and impurities (proteins,
lipids) are washed out and purified miRNAs are eluted
from the columns. In this category the available com-
mercial kits are “miRNeasy” from Qiagen (one of the
most used), “Norgen” from Biotek Corp., “miRCURY”
from Exiqon, and “mirVana” of Life Technologies.
(ii) The second option is to perform RNA precipitation
using organic reagents (ethanol, isopropanol) and in
some cases acidic phenol/chloroform, leading to the
partitioning of miRNA into aqueous supernatant in
order to separate the RNA from the DNA and the
other molecules (“TRIzol” from Life Technologies and
“Epicentre” from Illumina) [59]. The resulting miRNA
samples can be diluted in water with diethyl pyro-
carbonate or elution buffer (most usually Tris-EDTA
buffer) and stored at -20 or —-80°C. The extracted
miRNA represents approximately 0.01% of the total
RNA [58].
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5.3.4.3 miRNA Detection Techniques

The techniques that are being used in miRNA expression
analysis are similar to the techniques used in gene
expression analysis with some modifications to adjust to
the size and quantity of miRNAs.

Initially, miRNA detection and study was carried out
using Northern blot analysis [1]. In Northern blotting,
miRNAs are separated by electrophoresis, transferred to
nitrocellulose membrane, and visualized with 3?P-labeled
DNA probes complementary to the miRNAs (e.g., rep-
resenting the mRNA target sequences). This technique
enables a quantitative assessment of mature miRNAs—
pri-miRNAs and pre-miRNAs—and also the complexes
of the miRNAs with Drosha, DICER, and RISC due to
their different electrophoretic motilities [60—-62]. The
drawbacks of this approach include low sensitivity in
the nM—-pM range [63], low throughput, and the require-
ment for high miRNA input (around 5-50pg of total
miRNA) in order to get a signal [64]. A major issue in
Northern blotting is the use of radioisotopes that require
careful handling and generate radioactive waste. Efforts
have been made to change the radioisotopes with user
and environmentally friendly reagents, for example,
digoxigenin (DIG)-labeled oligonucleotide probes con-
taining locked nucleic acids (LNA) [65] or carbodiimide-
mediated cross-linking [64], but in any case the sensitivity
is lower than with radioisotopes.

The gold standard technique in miRNA research is the
quantitative RT-qPCR. RT-qPCR is well known and used
for many years in mRNA research and brings the advan-
tages of sensitivity, low cost, precision, reproducibility,
and simplicity to the miRNA research [66]. The difficulty
RT-qPCR faces in the study of miRNAs is their small
size. The mature miRNAs with length 18-22nt have
approximately the size of the primers in an mRNA PCR.
To deal with this problem, there are two kinds of RT
primers for the generation of cDNA from miRNA: miR-
specific primers and universal primers. In the first case,
the primers have a stem-loop structure in their 5’ end
and an antisense sequence on the 3’ end against the
miRNA of interest. This method, except capturing only
the miRNA of interest, distinguishes the mature miRNA
from pri- and pre-miRNA [58]. The universal primer
method uses either polyadenylate polymerase (PAP),
which adds a poly-A tail to the extracted miRNA, or T4
ligase, which adds a sequence to the extracted miRNA
and then follows the normal RNA procedure: the synthe-
sis of the cDNA together with the universal RT primers
[58]. Next, qPCR is as common and straightforward as
for cDNA generated from mRNA with the use of TagMan
or SYBR Green probes. In order to detect specifically the
mature miRNAs, the use of LNA-modified primers for
qPCR is required (like miRCURY LNA qPCR platform
from Exiqon) [21]. Several manufacturers, including

Applied Biosystems, Exiqon, Fluidigm, and SA Biosystems,
offer qPCR Kkits that can assess hundreds of microRNAs
in parallel, and some offer customizable assays [67].

The major issue right now in RT-qPCR analysis of
miRNAs is the lack of standardized normalization meth-
ods. Most groups use as housekeeping genes noncoding
small nuclear (sn)RNA (U6, SNORDs) or miRNAs that
are reported to be expressed at a stable level within the
tissue or body fluid under study [68]. RT-qPCR will
remain for many years to come as the easiest method of
detecting and validating miRNAs in samples after large-
scale nontargeted screening using microarrays or NGS.

One of the technologies that made a major contribu-
tion in miRNA research, and still does, is microarrays.
Microarray platforms are designed with fixed probes
(e.g., representing the mRNA target sequences) capable
to capture labeled miRNAs via hybridization, enabling
the detection of miRNAs present in a sample by fluores-
cence [69]. The relatively low cost, reproducibility,
sensitivity, and specificity are some of the advantages of
microarrays. In addition, this technology was one of the
first to allow the comparison of the relative expression of
multiple miRNAs simultaneously in a semiquantitative
manner (e.g., healthy vs. disease). However the short-
comings are that the fixed probes do not allow the detec-
tion of novel miRNA molecules and that the hybridization
between the probes and the labeled molecules is not
always efficient due to low affinity and needs an addi-
tional validation step to confirm the findings using, for
example, RT-qPCR [21]. The introduction of LNA into
the microarray probes has partially solved this hybridiza-
tion problem, setting an equal melting temperature (Tm)
among the probes [68]. Microarray protocols require
enzymatic or chemical labeling of the samples. In order
to remove the dye labeling bias and differences due to
hybridization bias and scanning, it is necessary to remove
background signals and perform noise correction and
signal normalization [58]. Different methods of back-
ground correction and normalization have been pro-
posed: global mean/median, linear loess, robust linear
loess, quadratic loess, robust quadratic loess, rank invar-
iant, and the most frequently used and stable quantile
normalization [70]. Advice from the experts is suggested
to choose the most suitable method on a case-by-case
basis. Label-free assays like stacking-hybridized univer-
sal tag (SHUT) [71] and antibody-like protein-based
assay with PAZ domain [72] have been introduced in an
attempt to minimize the problems derived from labeling
and simplify the data analysis process. Freely available
packages in “R-Bioconductor” are available for microarrays
analysis based on the “limma” package. Also, another free
platform, Gene ARMADA [70], offers a user-(biologist-)
friendly environment for microarray data processing for
users not versed in programming language. Besides the



drawbacks discussed earlier, microarrays will remain as a
reliable technique for analyzing and comparing multiple
miRNAs in a fast, simple, and cost-effective manner. It is
important to note that this technology is a technology
used for discovery of miRNAs associated with a specific
condition and the results from microarrays should always
be validated before inferring biological conclusions.

Nowadays, NGS is becoming the leading technology
in miRNA research. The ability to detect with high sen-
sitivity known and unknown miRNAs, without relying
on prefixed probes, and isoforms of the miRNAs (pri- or
pre- or mature miRNAs), without the need of labeling,
places NGS on the top of the list to use in research [73].
However, NGS demands highly trained personnel for
performing the experiment and the downstream data
analysis. The data produced are large and complex, but
as the technology progresses, novel reliable analytical
packages including “DEseq” from “R-Bioconductor”
become available. The cost of NGS is also an issue but
is getting closer to the microarray costs [21]. RNA-seq
(as deep sequencing NGS for RNA is called) bases the
detection and the calculation of the abundance of an
RNA species on the percentage of total “reads” (or, in
some cases, total mappable reads) obtained in a sample.
A read is being defined as a data string of A, T, C, and G
bases corresponding to a fragment of the sample DNA.
The higher the number of reads of a specific DNA frag-
ment, the higher its abundance in the sample. The com-
parison between different samples is made by examining
the overall frequency distribution of miRNA reads
between the samples. The difference in the distributions
represents the differential expression results that, as in
microarray experiments, need to be validated with RT-
qPCR [69]. Currently, Illumina’s HiSeq 2500 and SOLiD
are the leaders in NGS technologies. Illumina technology
is based on the “sequencing-by-synthesis” method: a
signal is detected every time a nucleotide is attached to
the under construction single-stranded cDNA [21, 73].
NGS technologies are the present and the future of
miRNA research (and in general for genomics and
transcriptomics) and will surely massively expand the
available data and our understanding of miRNA biology
once they become more accessible in terms of cost and
data analysis.

New technologies are being developed for miRNA
detection that can potentially complement the “tradi-
tional” techniques. Such techniques are called biosensor
techniques (BTs). The difference between the use of BTs
and the aforementioned technologies is the rapid and
highly sensitive results from complex samples such as
blood and urine, through the use of a selective molecular
probe, avoiding any need for polymerase-based amplifi-
cation steps [63]. A biosensor is defined as a device for
quantitative analytical information via the use of a
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biorecognition element in direct contact with a trans-
duction element [74]. A DNA probe of complementary
sequence to the miRNA target is the selective biorecog-
nition element in miRNA biosensors, and the DNA
probe hybridizes with the miRNA target through changes
in a measurable output signal [63]. Various miRNA bio-
sensor designs exist based on alternative transduction
mechanisms, including electrochemical [75], electrome-
chanical [76], and optical-based detection [77], each of
which has achieved femtomolar sensitivity levels to date,
with multi-log dynamic range and short time to results.
Although different in appearance, they share the defining
feature of a biosensor, an integrated molecular recogni-
tion agent and transduction element [63].

One final technology worth mentioning is NanoString
nCounter system [78]. This method was firstly designed
to capture mRNA transcripts, but now miRNA sequences
can also act as a guide for adjacent hybridization of a
sequence-specific capture probe. This probe is labeled
with biotin and a reporter probe labeled with a unique
four-color, seven-position barcode. The hybridized con-
structs are purified and bound to a streptavidin-coated
slide. Afterward, a voltage is applied to elongate the
molecules, which allows for the digital imaging and
counting of the uniquely barcoded miRNA targets.

All technologies have their advantages and disadvan-
tages, and a user must take under consideration all
parameters before choosing the most suitable one.
Sensitivity, cost, time to results, and data processing are
some of the most important parameters to consider.
Even though NGS is winning the race of the most robust
method for detection and discovery of new miRNAs,
validation of findings with other technologies is currently
mandatory. Table 5.1 summarizes the features of the
most important and popular detection techniques.

5.3.4.4 Data Processing and Molecular Integration
The difficulty in correlating miRNA expression with
mRNA targets for clinical applications is the fact that
miRNAs in physiological and pathological conditions
control more than one mRNA (tens, even hundreds) and
that one mRNA can be controlled by more than one
miRNA [79]. The major issue in miRNA studies is to
identify the targets of the miRNAs and narrow the options
to the most important and relevant to the specific case.
Because the in vitro and in vivo discovery of the
real-life targets of miRNAs is a challenging and time-
consuming procedure, web tools have been designed to
tackle this problem and produce lists of the possible
targets. The first bioinformatic approach on this subject
was developed by Eric Lai in 2002 [80]. Lai compared the
sequence of a subset of miRNAs with the K box and Brd
box motifs that were previously shown to mediate nega-
tive posttranscriptional regulation. He determined that a
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Table 5.1 miRNA detection methods.

Method Principle Advantage Disadvantage Variants
Northern Visualize of the miRNA e Quantitative detection e Low sensitivity (DIG)-labeled oligonucleotide
blot 13)2y electrophoresis with of mature miRNA, e Low throughput probes with LNA
P-labeled DNA probes primary mlR‘NA and e Need of high RNA input EDC-mediated cross-linking
precursor miRNA and LED
miRNA complexes with DSLE
Drosha, DICER and
RISC
RT-qPCR The extracted miRNAs o Sensitivity e Lack of standardized o miRNA specific or universal
are converted to the e Specificity normalization molecules primers
complefnentary DNAs Reproducibility e Depends on purity and e TagMan probe or Sybr
generating cDNA quality of RNA input Green
followed by the PCR © Low cost e Demanding design of the
protocol with specific e Simplicity primers togdeal V\g/ith the
primers of interest e Fast small miRNA size
Microarrays Hybridization of the o Parallel analysis of e Prefixed probes e -5 hairpin
target miRNAs to the hundred miRNAs in a e Not possible to detectnew e SHUT
complementary single sample molecules o Label-free PAZ-dsRBD
immobilized probes o Easy, straightforward e Dotential hybridization method
and detection via and automated analysis, bias
fluorescence . e LASH
e Short turn-around time ¢ Semi-quantitative method
e Suitable for comparison ¢ Limited dynamic range
between two conditions
Next Massively parallel e Suitable for detection of e Size of data files e Semiconductor sequencing
generation sequencing of millions new molecules and e Complex data analysis (Life Technologies-Ion
sequencing  of fragments of DNA miRNA heterogeneity, e Long time Torrent)
(NGS) from a single sample e Increased dynamic range | 11 e Pyrosequencing
and sensitivity Y (Roche—454)
e Sequencing by ligation
(Life Technologies—SOLiD)
e Reversible terminator—
sequence by synthesis
(Illumina -Solexa)
e Single-molecule real-time
DNA sequencing by
synthesis (Pacific
biosciences—PacBio)
Biosensor A biorecognition e High sensitivity e Hybridization bias e Electrochemical
techniques  element (a DNA probe 4 Very fast e Not useful for multiplexing e Electromechanical
co.mplemer.ltary to t'he' e Label-free protocols e Mass transfer challenge e Optical-based
miRNA of interest) is in L
direct contact with a * Reliability of
transduction element measurements
NanoString  Molecular “barcodes” e Multiplex detection e Semi-quantitative None
nCounter and microscopic e Not suitable for detection

imaging are used to
detect and count up to
several hundred unique
transcripts in one
hybridization reaction

e Direct digital detection

e No need for
amplification

e High specificity

of new molecules

e limited dissemination of
the instrument

e Need for increased
open-source software tools
for data analysis

DIG, digoxigenin; EDC, 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide; DSLE, DIG-labeled, splinted-ligation and EDC cross-linking method;
LASH, ligase-assisted sandwich hybridization; LED, LNA modified probes, EDC crosslinking and DIG-labeled); LNA, locked nucleic acids;
PAZ, Piwi/Argonaute/Zwille; RBD, RNA binding protein; RT-qPCR, reverse transcription—quantitative polymerase chain reaction; SHUT,
stacking-hybridized universal tag.



series of eight nucleotides in the beginning of an miRNA
had perfect complementarity to the motifs, concluding
that this sequence is responsible for the posttranscrip-
tional regulation mediated by miRNAs. This eight-
nucleotide sequence is now known as the seed of an
miRNA and is the main area responsible for miRNA
function. Nowadays the algorithms in the available web
tools that predict possible miRNA targets focus their
search on four basic parameters:

1) Seed matching: As mentioned earlier, the seed match-
ing refers to the complementarity of the first 2-8
nucleotides of an miRNA in the 5" end to the 3" UTR of
the mRNA target. It is the basic parameter that most
(if not all) tools take under consideration. But perfect
complementarity is not always observed. The main
types of seed matching include 6 mer (complementary
for 6 nucleotides), 7 mer (complementary for 7 nucleo-
tides), and 8 mer (perfect complementary) [81].

2) Conservation of a sequence across different species:
The maintenance of the seed region of an miRNA
among species enforces the proof of the existence of the
seed region-miRNA and reduces the number of false
positive predictions based on the seed sequence [82].

3) Thermodynamic stability of the miRNA—-RNA duplex:
The free energy (Gibbs energy, AG) is a measure of
the stability of a system. Highly negative AG values
characterize very stable RNA complexes. By predict-
ing the AG between an miRNA and its candidate tar-
get, it is possible to predict the stability of the duplex
and conclude if this complex can form [81]. Also, the
energy needed for the unfolding of the secondary
structure of the mRNA allowing the accessibility to
the miRNA [83] can be an additional parameter to
consider [81].

4) Multiple target sites in the 3’ UTR of the mRNA and
possible sites in the coding regions: Studies have
shown that in the 3" UTR of an mRNA, there are mul-
tiple target sites for one miRNA [84]. The different
algorithms allow analysis of mRNAs with multiple
predicted sites for the same miRNA, leading to more
reliable results.

Many web tools are available, each with a different
algorithm for calculating the predicted targets of miR-
NAs, recently reviewed in Ref. [81]. One of the first web
tools to identify miRNA targets is miRANDA [85]. Even
if this tool lacks updates (according to the website), it is
still very useful. Using a machine learning approach
(mirSVR) [86], miRANDA suggests the targets but also
scores them according to the effect an miRNA may have
on the target. Another frequently used web tool (and one
of the first to predict human targets) is DIANA-microT-
CDS [87]. DIANA provides information on the predicted
target location (chromosome, location of the binding
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point on the transcript), binding type according to the
number of nucleotides matching (8 mers, 7 mers, etc.), a
correlation score, degree of conservation among species,
and links to databases such as Ensembl, miRBase, and
PubMed. Finally, a third popular targeting web tool is
TargetScan [88-91], which is easy to use and actively
maintained.

Except for web tools that predict miRNA targets, the
existence of three databases that contain information on
experimentally validated miRNA targets is worth men-
tioning. These databases contain information extracted
from citations where a well-documented interaction of
an miRNA-mRNA target using methods including lucif-
erase assays, NGS, microarrays, and gPCR Western and
Northern blot was used 26286669. MirRecords, last
updated in 2013, hosts 2705 records of interactions
between 644 miRNAs and 1901 target genes in 9 differ-
ent species. Among these records, 2028 were curated
from “low-throughput” experiments [92]. miRTarBase
last updated in September 2015 includes approximately
5000 articles that describe around 3700 miRNAs and
366.000 miRNA interactions validated with reporter
assays, Western blots, NGS, microarrays, and other
technologies (the 348.000 interactions are the result of
NGS technologies, like CLIP-seq, and are considered as
“less strong evidence”). The search for an miRNA and its
interaction in MiRTarBase offer multiple options and
information on the miRNA and the target gene, how the
validation was performed, and the corresponding
publications as well as information on the expression,
sequences, and molecular networks [93]. StarBase is a
database for decoding Pan-Cancer and Interaction
Networks of long noncoding RNAs (IncRNAs), miRNAs,
competing endogenous RNAs (ceRNAs), RBPs, and
mRNAs from large-scale Cross-linking immunoprecipi-
tation (CLIP-Seq) data originating from HITS-CLIP,
PAR-CLIP, iCLIP, and CLASH on more than 6000 sam-
ples and 14 cancer types [94, 95]. Finally, TarBase is part
of the DIANA Tools project. TarBase v7.0 provides more
than half a million miRNA-gene interactions curated
from published experiments on 356 different cell types
from 24 species with detailed metadata. DIANA-TarBase
v7.0 shows information about positive or negative exper-
imental results, the utilized experimental methodology,
and experimental conditions including cell/tissue type
and treatment and also information on the binding site
location, as identified experimentally as well as in silico,
and the primer sequences used for cloning experiments
[96]. The combination of the prediction tools with the
experimentally validated targets databases offers in
general a good starting point in evaluating new datasets.
Still, the experimental validation of the possible miRNA
targets remains the most reliable proof of direct connec-
tion between miRNA and mRNA. Tables 5.2 and 5.3
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Table 5.2 Available web-tools for miRNA target prediction.

Web-tool name Description Category Organisms Calculation features
miRanda, http://www. Detects the maximum complementary between the 3'-UTR Seed-based All Seed match, conservation, and
microrna.org/ and the miRNA, together with the binding energy and of the free energy

mRNA-miRNA duplex and the evolutionary conservation
miRanda-mirSVR, http://www. Provides a score to represent the effect of a miRNA on the Seed-based Humans, rats, mice, Seed match, conservation, free
microrna.org/ expression of the target gene flies, and worms energy, site accessibility
TargetScan, http://www. Identifies the 8 mer, 7mer and 6 mer sites plus mismatches in Seed-based Mammals, flies,and ~ Seed match and conservation

targetscan.org

DIANA-microT-CDS, http://
www.microrna.gr/microT-CDS

MirTarget2 or miRDB, http://
mirdb.org

RNA22-GUI, https://cm.
jefferson.edu/rna22v1.0/

TargetMiner, http://www.isical.
ac.in/~bioinfo_miu/
targetminer20.htm

PITA, http://genie.weizmann.
ac.il/pubs/mir07/

RNAhybrid, http://bibiserv.
techfak.uni-bielefeld.de/
rnahybrid/

miRGate, http://mirgate.bioinfo.

cnio.es/miRGate/

miRWalk 2.0, http://www.umm.
uni-heidelberg.de/apps/zmf/
mirwalk/index.html

conserved pairing at 3'-UTR and centered sites. Scores
inform about various features of the miRNA-mRNA binding

Recognises miRNA target in both 3'-UTR and coding
sequences (CDS). Provides a score of prediction confidence,
together with multiple information on the target site and
binding type

Predicts miRNA targets by learning the miRNA-mRNA
binding features from high-throughput sequencing
experiments

Uses patterns to identify target islands on the on the mRNA
target based on the conserved miRNA sequence and free
energy of the predicted bond

The prediction is based on a learning process via positive and
negative miRNA—mRNA datasets

The prediction is based on the accessibility of the target site

Based on favourable hybridization sites avoiding
intramolecular duplexes

A database of miRNAs and mRNA target sites which
calculates the prediction by the combination of other target
prediction tools (miRanda, PITA, RNAHybrid, Microtar,
TargetScan)

Hosts miRNA—target interactions based on seed matching
and offers a comparison between 13 other available
prediction web-tools

Seed-based/
machine learning

Machine learning

Pattern-based

Machine learning

Target structure

Thermodynamics

Multiplex
approach

Seed-based

worms

Humans, mice,
flies, and worms

Humans, mice, rats,
dogs, and chickens

Humans, mice,
flies, and worms

Any

Humans, mice,
flies, and worms

Any

Human, mice, rats

Human, mice, rats
and all transcripts
and mitochondrial
genomes

Seed match, conservation, free
energy, site accessibility, target-
site abundance

Seed match, conservation, free
energy, site accessibility

Seed match and free energy

Seed match, conservation, free
energy, site accessibility, target-
site abundance

Seed match, conservation, free
energy, site accessibility and
target-site abundance

Seed match, free energy, target-
site abundance

Seed match, conservation, free
energy, site accessibility, target-
site abundance

Seed match and conservation




Table 5.3 Available web-tools for miRNA target validation.
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Web-tool name Species included

Description

9 species including
human

mirRecords, http://cl.accurascience.
com/miRecords/

StarBase, http://starbase.sysu.edu.cn/ 14 cancer types
(human, mouse,

C. elegans)

DIANA—TarBase, http://diana.imis.
athena-innovation.gr/DianaTools/
index.php?r=tarbase/index

24 species including
human

18 species including
human

miRTarBase, http://mirtarbase.mbc.
nctu.edu.tw/index.php

15 species including
human

miRWalk 2.0, http://www.umm.uni-
heidelberg.de/apps/zmf/mirwalk/
index.html

PhenomiR 2.0, http://mips.helmholtz-
muenchen.de/phenomir/

Human and mice

miR2Disease Base, http://www. Human

mir2disease.org/

Contains manually curated experimental evidence for 2705 records
of interactions between 644 miRNAs and 1901 target genes

Large-scale CLIP-Seq data originating from HITS-CLIP, PAR-
CLIP, iCLIP and CLASH on more than 6000 samples

High quality manually curated experimentally validated
miRNA : gene interactions, enhanced with detailed meta-data.

Data for experimental miRNA—target interactions collected from
literature from reporter assays, western blot, northern blot, RT-
qPCR, microarrays, SILAC, NGS

Experimentally verified miRNA interaction information associated
with genes, pathways, organs, diseases, cell lines, OMIM disorders
and literature on miRNAs. Around 668.000 interactions

Manually curated database with information about differentially
regulated miRNA expression in diseases and other biological
processes

A manually curated database that provides a comprehensive
resource of miRNA deregulation in various human diseases. Hosts
349 miRNAs related to 163 diseases

display a list of prediction and validated target web tools
with their most prominent features.

5.3.4.5 InVitro Target Validation

Currently, in vitro studies are the gold standard for
validating miRNA targets and monitoring any changes
of the target gene’s expression due to the action of the
miRNA. The principle behind these cellular assays is that
loss or gain of function of specific miRNAs is linked to a
corresponding change in the expression of a potential
target. This is achieved mainly through artificial manip-
ulation of the miRNA concentration with the use of
either double-stranded miRNA mimics or miRNA inhib-
itors and afterward by investigating the effects on the
expression of possible targets of these miRNA sequences.
MiRNA mimics are artificial, chemically modified
miRNA-like small RNAs with the ability to mimic the
function of an miRNA guide strand while bypassing the
maturation steps of Drosha and DICER of endogenous
miRNAs and causing a rapid decrease in the expression
of the potential target mRNA [97]. On the other hand,
miRNA inhibitors act by binding to mature miRNAs and
block their activity. Figure 5.3a and b summarizes the
actions of antagomirs and miRNA mimics. The most
used and promising miRNA inhibition approaches are
anti-miRs and miRNA sponges [98, 99]. Both bind to
the miRNA target, preventing it from connecting to
the mRNA in the RISC and thus enabling the transla-
tion of the mRNA. Cross-linking immunoprecipitation

(CLIP)-based approaches study the interaction of
miRNA-mRNA-AGO protein and allow to verify the
effect of over- or underexpression of the miRNAs on
their targets [100].

One of the first methods described was based on
co-immunoprecipitation of tagged AGO protein (the
main protein of the RISC that connects to the miRNA—
mRNA duplex) with miRNAs and mRNAs [101-103].
Quantitative analysis of miRNAs and mRNAs with
microarrays or NGS after treating cells with miRNA
mimics/inhibitors can provide a panel of the affected
mRNAs and thus possible direct targets. A novel
approach is high-throughput sequencing of RNA iso-
lated by cross-linking and immunoprecipitation (HITS-
CLIP). HITS-CLIP uses UV light to cross-link or freeze
RISC including miRNA-mRNA-AGO?2, followed by
immunoprecipitation and sequencing of isolated miRNA
and mRNA [104]. A modification of this technique is
photoactivatable ribonucleoside-enhanced cross-linking
and immunoprecipitation (PAR-CLIP). PAR-CLIP dis-
plays more efficient cross-linking and RNA recovery.
However, this approach uses live cells that need to be
supplemented with the nucleoside analog 4-thiouridine
(4SU) that is incorporated into nascent mRNAs; thus it
cannot be applied to tissue samples [105]. Both tech-
niques have helped significantly in the identification of
the genuine miRNA targets [106].

Alternatively high-throughput approaches have con-
tributed to the identification of potential miRNA targets.
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Figure 5.3 (a) Antagomir function. The normal pathway of the miRNA biogenesis and action is shown in summary in A, A1, B1, A2, and A3
with the final result to be the suppression of gene expression. With the addition of the antagomirs (B2), the action of the miRNAs is
inhibited. Antagomirs bind in a complementary manner to the miRNAs, leading to translation of the targeted mRNA (B4). (b) miRNA mimics
function. The normal pathway of the miRNA biogenesis and action is shown in summary in A, A1, and C1. AGO2 molecules are available in
excess to any mature miRNA and complete its function (A2 and A3). With the addition of the miRNA mimics (C2), the free AGO2 proteins are
capable to bind to more miRNAs than normal, leading to additional inhibition of translation of the mRNA target molecules.



Microarray profiling of mRNAs or RNA-seq allow
studying changes in mRNA expression in cells treated
with a specific antagomir or mimic miRNA [107].
Quantitative proteomic analysis as a high-throughput
method has also been used including stable isotope
labeling with amino acids in culture (SILAC) [108] and two-
dimensional difference in-gel electrophoresis (2D-DIGE)
of samples with modified miRNA expression [109].
Targeted mass spectrometry-based strategies are also
starting to claim their place as quantitative method for
observing targeted proteins (selected reaction monitor-
ing/multiple reaction monitoring (SRM/MRM)) [110]
and can be used to monitor the expression of particular
miRNA targets. The disadvantage of these proteomics
approaches is that they cannot determine whether the
observed changes in the abundance of a protein are due
to direct or indirect miRNA targeting. Bioinformatics
can help in detecting direct miRNA targets by compar-
ing the differentially expressed proteins with the seed
region of the miRNA under study if there is significant
complementarity and the target gene expression is
validated by RT-qPCR, Western blotting, and immuno-
histochemical analysis, which increases the validity of
the existence of an miRNA-mRNA pair [110].

Another target validation method is based on the lucif-
erase assay. In brief, the potential miRNA target site is
cloned and added to the open reading frame of a reporter
gene, for example, luciferase of Renilla or firefly. Next
the recombinant plasmid is transfected into mammalian
cells together with a mimic miRNA, the cells are incu-
bated for 24—48h, and then the luciferase activity or
fluorescence intensity is measured. If the target site of
the mRNA is a valid target for the miRNA under study, a
reduced signal intensity compared with control plasmid
will be observed [82].

An interesting alternative method on target detection
was proposed by Vatolin et al. [111]. Instead of trying to
find the mRNA expression changes of the mRNA seeds
complementary to the miRNA of interest, Vatolin et al.
used the sequence of the miRNA to generate primers via
reverse transcription matching of the mRNA targets.
These primers were subsequently used to generate
c¢DNA from the mRNA of freshly prepared cytoplasmic
extracts, creating a 3'-cDNA-miRNA-5 hybrid mole-
cule. With this hybrid as cDNA primer, it was possible to
initiate the synthesis of detectable cDNA from a RNA
sample extract and amplify the possible RNA target of
the miRNA of choice. Sequencing of the cDNA allows
identification of the specific miRNA target.

Biotin-tagged miRNA is another biochemical method
for enrichment of miRNA targets. It was first introduced
by Orom and Lund [112]. In this approach, biotinylated
synthetic miRNA is transfected into cells followed by
purification of miRNA-mRNA complexes connected to
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the seed sequence with streptavidin-agarose beads. A
similar method is based on DIG-labeled synthetic miR-
NAs in combination with anti-DIG agarose beads [113].

Finally, methods designed to capture the miRNA-
mediated cleavage products have been developed based
on RNA ligase-mediated 5’ rapid amplification of cDNA
ends (RLM-RACE) [114]. 5 RLM-RACE is a PCR-based
technique, whereby an RNA adapter is ligated to the free
5" phosphate of an uncapped mRNA produced from,
among other nucleolytic activities, Argonaute2-directed
mRNA cleavage. The ligation product can be reverse
transcribed using a forward primer directed against
the linker and a gene specific reverse primer that is
subsequently PCR amplified, cloned, and identified by
sequencing [115]. Next-generation RLM-RACE uses
the parallel analysis of RNA ends (PARE) that offers a
genome-wide identification of the miRNA-induced
cleavage products. The major modification, compared
with the original method, is the addition of a Mmel
restriction site at the 5" RNA adapter, which after reverse
transcription and c¢DNA synthesis is digested with
Mmel, leaving as result 20—21 nt tag sequences attached
to the adapter. The next step is to ligate a DNA adapter to
the 3’ end of the tag and amplify the target sequence
using PCR and 5’ and 3’ adapter-specific primers. Finally,
the tags are analyzed with high-throughput sequencing
to reveal the corresponding target genes and infer regu-
latory miRNAs [116, 117].

The previous summary of the key assays to determine
miRNA targets shows that only a combination of meth-
ods will yield high confidence miRNA targets. Screening
methods, including microarrays or NGS, are reliable to
provide a panel of possible targets, but specific target
assays, such as luciferase or PCR based, are needed to
validate the candidates. A list with additional target
assays is available in Table 5.4.

5.4 Use of miRNA In Vivo

The results from the in vitro experiments are transferred
to in vivo research with the hope to reproduce a similar
outcome. The basic approach is similar in vitro and in
vivo: deliver a synthetic miRNA mimic or inhibitor and
then detect the changes at the protein level with emphasis
on the predicted and in vitro validated targets. A further
step is the observation of any side effects, alterations in
neighboring molecular pathways, and pathologies and
effects on the phenotype. The ultimate goal is to identify
a possible therapeutic effect of an miRNA that can pass
the clinical trials and enter the clinical practice.

Until now the main focus has been on improving the
stability of the molecules interfering with miRNA, since
unprotected oligonucleotides can easily be degraded by
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Table 5.4 miRNAs and target validation methods.

Method/molecule

Full name

Principle

System check

HITS-CLIP

PAR-CLIP

SILAC

2D-DIGE

RT-qPCR

Western blot

IHC

Microarrays
RNA sequencing

Luciferase assay

GFP reporter

Biotin-tagged miRNA

PARE

RLM-RACE

High-throughput sequencing of
RNA isolated by crosslinking
and immunoprecipitation

Photoactivable-ribonucleoside-
enhanced cross linking and
immunoprecipitation

Stable-isotope labeling with
amino acids in culture

Two dimensional gel

electrophoresis

Reverse transcription
quantitative polymerase chain
reaction

Immunohistochemistry

Green fluorescent protein

Parallel analysis of RNA ends

RNA ligase mediated-5' rapid
amplification of cDNA ends

UV light to cross-link—freeze—the RISC complex including
miRNA-mRNA-AGO?2, followed by immunoprecipitation, and
sequencing of isolated miRNA and mRNA

Cells are first supplemented with the nucleoside analog 4-
Thiouridine (4SU) that is incorporated into nascent mRNAs. Next
steps are the same as HITS-CLIP

Relative protein abundance is measured by mass spectrometry of
samples labeled with different isotopes

Electrophoresis on a single gel of two samples labeled with different
fluorescent dyes, separating the proteins by iso-electric focusing
and SDS—-PAGE and then identification by mass spectrometry

Investigate the level of the miRNA or mRNA of interest with
TagMan or Sybr green probes

Electrophoresisto separate proteins by molecular mass which are
subsequently detected with antibodies specific to the target protein.

In situ hybridization with LNA probes complementary against the
miRNA of interest and/or immunohistochemical detection of
specific proteins

Hybridization of a panel of miRNAs or genes to the
complementary immobilized probes and detection via fluorescence

Massive parallel sequencing of millions of fragments of DNA from
a single sample

A luciferase reporter contains the 3'-UTR target sites of a mRNA
target which the miRNA mimics of the miRNA of interest should
target and reduce the fluorescence signal

A GFP reporter is under the control of multiple 3'-UTR target sites of
a specific miRNA. The presence of the miRNA will lower the GFP
signal

Biotinylated synthetic miRNA is transfected into cells followed by
purification of miRNA:mRNA complexes connected to the seed
sequence with streptavidin-agarose beads

Genome-wide identification of the miRNA-induced cleavage
products

The 5’ phosphate of the cleaved, uncapped poly-A RNAs an RNA
adapter is ligated followed by reverse transcription. Then the
cDNAs are amplified with the adapter and the gene-specific
primers to be cloned and sequenced

In vitro—miRNAs and their target
mRNAs

In vitro—miRNAs and their target
mRNAs

In vitro—the level of the protein
originating from the mRNA target

In vitro—the level of the protein
originating from the mRNA target

In vitro—the level of the miRNAs and
mRNAs

In vitro—the level of the proteins
predicted to be affected by miRNA
deregulation

In tissue samples—detect the level of
miRNAs and proteins of interest

In all samples examine the expression
profile of miRNAs and/or mRNAs

In all samples examine the expression
profile of miRNAs and/or mRNAs

In vitro—validation of the miRNA
target

In vitro and in vivo—validation of
miRNA target

In vitro—capture of miRNA targets

In vitro and in vivo—capture the
miRNA-mediated cleavage products

In vitro and in vivo—capture the
miRNA-mediated cleavage products



LAMP Labeled microRNA (miRNA)
pull-down assay system

Reverse transcription of
targets

Polysome profiling

Ribosome profiling

Direct injection of
ant-miRs or miRNA
mimics

miRNA sponges or
decoys

Modified viruses

Exosomes

Liposomes (DOTMA,
SLNs, MaxSuppressor
In Vivo RNA-LANCEr
1I, LPH, scFv, iNOPs)

PLGA poly(lactide-co-glycolic acid)

PEI polyethylenimine

Inorganic nanoparticles
(AUNP-S-PEG, GD2)

Gold nanoparticles,
disialoganglioside antibody

The pre-miRNA is labeled with digoxigenin (DIG), mixed with cell
extracts, and immunoprecipitated by anti-DIG antiserum

Use of the sequence of the miRNA to generate primers via reverse
transcription matching the mRNA targets followed by PCR

Cyclohexamide is used to trap elongating ribosomes followed by
pull-down of the enclosed mRNA

Cyclohexamide is used to trap elongating ribosomes, cells are lysed
and the mRNA enclosed to the monosomes is sequenced

Direct injection of antagomirs and miRNA mimics into animal
model

Single piece of RNA containing multiple seed regions
complementary to the miRNA family of interest. By delivering this
system into cells, the miRNAs bind strongly to the RNA sequence
resulting in silencing the miRNA activity

Lentivirus, adenovirus and adeno-associated virus are modified
accordingly to transfer and deliver miRNA regulators in a model
system

Microvesicles that naturally transfer miRNAs and can be used to
deliver modified miRNA regulators

Lipid bilayers (cationic or neutral) with an internal aqueous phase
to load and carry the desired molecules

PLGA polymers are transformed into microparticles or
nanoparticles enclosing biological molecules that can release via
endolysosomal escape after entering the cell

Cargo release follows the so-called “proton sponge effect”; once the
polymer interacts with the surface of the cell, endocytosis takes
place. The PEI causes endosome swelling by influx of protons and
water (proton sponge effect) which leads to endosome
destabilization and the release of the miRNA

Inorganic nanoparticles are bound and deliver miRNA regulators

In vitro—identification of the target
gene of known miRNAs

In vitro—capture miRNA target genes

In vitro—detection of the effect of
deregulation of a miRNA to the
transcriptome

In vitro—detection of the effect of
deregulation of a miRNA to the
transcriptome

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

In vitro—in vivo antagomir or miRNA
mimic system and detection/

observation of the expression level of
the possible targets and/or physiology

For the validation phase, miRNA antagomirs or mimics are delivered to an in vitro experimental system or in vivo to reduce or increase the levels of the miRNAs of interest respectively,
following by measuring the levels of the predicted mRNA targets or the protein level originating by the mRNA target.
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RNAses in the blood. As a consequence the design of
carriers has become essential in order to transfer and
deliver the miRNA mimic or antagomir to the desired
target while minimizing degradation. These carriers
need to have particular features. They need to be large
enough to avoid renal and hepatic filtration but also
small enough to allow passage through the tissue and
cellular barriers and release efficiently their load. If the
miRNA is not delivered intact, gene silencing will not
be achieved. Moreover carriers must not activate the
immune system and should not be toxic for the organism.
Finally, and most importantly, all possible side effects
must be detected and examined. Since one miRNA has
multiple targets, strategies must be designed to tackle
any off-target effects [118, 119]. These different strate-
gies are described in the following text.

5.4.1 Chemically Modified miRNAs

Many chemical modifications in order to enhance the
stability and efficiency of miRNAs have been proposed.
The first attempt of systemic delivery involved chemi-
cally modified miRNA molecules. In this category are
included modifications at the 2'OH group in the ribose
ring (most vulnerable to nucleases) with a 2’-O-methyl
(OMe) or with 2’-O-methoxyethyl (MOE). MOE modifi-
cations bring another advantage since they also show
higher affinity and specificity toward target RNAs [120].
These modifications have been coupled to linkage to
cholesterol in order to improve cell entry [121]. LNA
have also been frequently used and are basically a cate-
gory of antagomirs in which a 2',4’-methylene bridge is
introduced in the ribose part of the miRNAs and creates
a bicyclic nucleotide, providing higher stability and
affinity [122]. Finally, modifications in the mimic strand
have been proposed, especially at the passenger strand
so that the guide strand remains untouched to execute its
biological role, in order to increase stability and resist-
ance against degradation [123, 124].

5.4.2 miRNA Sponges or Decoys

Similar to the antagomirs’ action, miRNA sponges or
decoys are molecules that can trap miRNAs. Ebert
et al. introduced this method, in which basic idea is
to create a single piece of RNA containing multiple
seed regions complementary to the miRNA family of
interest. By delivering this system into cells, miRNAs
bind strongly to these RNA seeds, resulting in silenc-
ing of the miRNA activity [98]. An in vivo example of
the use of miRNA sponges showed that miRNA-133 is
an indirect regulator of GLUT4 by directly targeting
KLF15 in cardiac disease, illustrating a complex of
miR-133-KLF15-GLUT4 [125].

5.4.3 Modified Viruses

Modified viruses have also been used as vehicles to
deliver miRNA regulators. In particular, lentivirus, ade-
novirus, and adeno-associated virus (AAV) are widely
used as carriers of antagomirs or mimics of miRNAs.
Modifications of the structure of viruses, mostly with
bifunctional polyethylene glycol (PEG), prevent immune
responses. Genetic modifications aid to the specific cell
targeting [121]. Non-integrating adenoviruses and AAVs
seem to be preferred over lentiviruses because the latter
integrate their own reversed transcribed DNAs in the
host cells. This integration can lead to serious side effects
including mutations or activation of gene expression
[118]. To avoid these effects, nonviral delivery systems
were developed.

5.4.4 Microvesicles

As mentioned earlier, exosomes protect miRNAs from
RNAses present in all body fluids [30, 31]. Zhang et al.
were able to monitor the upregulation of miR-150 after
delivering exosomes from THP-1 cells to mice intrave-
nously, showing that exosomes can be used as a delivery
system of miRNAs in vivo [126]. It is also possible to
include exosomes in a viral system, either by including
viruses with miRNAs in the exosomes or by the use of
virosomes (exosomes modified as viruses) in order to
increase stability and targeted delivery. However, this
approach is far from reaching clinical practice [127, 128].

Liposomes are widely used to transfer reagents in vitro
and start to find their application as in vivo carriers. The
first example of use of liposomes in vivo is transport
chemotherapy drugs and nucleic acids to tumors [118].
Liposomes are lipid bilayers with an internal aqueous
phase used to load and carry the desired molecules [118].
Since MiRNAs are negatively charged hydrophilic mole-
cules, they bind to cationic lipids and are kept stable and
protected from degradation in the liposome interior. The
positive charge on the surface of liposomes forms ionic
interactions with the negatively charged cell membrane
and allows delivery of their cargo [118]. Several different
liposome designs exist. A cationic lipid nanoparticle
composed of 2-dioleyloxy-N,N-dimethyl-3-aminopro-
pane (DOTMA) and cholesterol was used to deliver
systemically the pre-miR-133b in mice, resulting in a
30% accumulation in lung tissue and 52-fold increase of
the miR-133b levels in lung compared with untreated
mice [129], indicating that DOTMA is a promising deliv-
ery system. Similarly, a miR-122 mimic was delivered in
hepatocellular carcinoma using the DOTMA system
(with some modifications), resulting in approximately
50% growth suppression of HCC xenographs by repress-
ing a number of miR-122 targets [130]. Another cationic



system is the solid lipid nanoparticles (SLNs) that were
used to deliver a miR-34a mimic to cancer stem cells,
leading to tumor growth suppression and better survival
rate for the treated mice [131]. The most significant
drawback of the cationic liposomes as carriers is that
their positive charge activates interferons and is toxic
for the liver [118]. To overcome these drawbacks, neutral
liposome systems were developed. The commercially
available and patented MaxSuppressor™ In Vivo RNA-
LANCETr 1II is a proprietary formulation composed of
neutral lipids, a nonionic detergent, and small molecules
providing high efficiency transfer of miRNA in vivo and
has been used in a number of studies, mostly involving
cancer, with promising results [132—-134]. In the same
category, liposome—polycation—hyaluronic acid (LPH)
aims to enrich the loading capacity and transfer effi-
ciency. A modification with GC4 single-chain variable
fragment (scFv) efficiently transferred miR-34a, leading
to suppression of lung tumor [135]. Finally, interfering
nanoparticles (iNOPs) are dendrimers prepared from
lipids and have shown some significant results. Anti-
miR-122 was delivered using iNOPs and efficiently
reduced the expression level of miR-122 in the liver,
avoiding any immune response or toxicity [136]. In gen-
eral, the lipid-based delivery systems may prove valuable
for clinical use due to their low toxicity and side effects.

5.4.5 The Polymers

Polymers have also been used to deliver miRNAs and
their inhibitors. The polymer-based miRNA delivery
system is represented by two main systems. The first is
the poly(lactide-co-glycolic acid) (PLGA)-based system.
PLGA has been used since 1970s, is FDA approved, and
has shown high safety, biocompatibility, stability, and
production efficiency [118, 119, 137]. These polymers
can be easily transformed into microparticles or nano-
particles enclosing biological molecules that can be
released via endolysosomal escape after entering the cell
[138, 139]. Their high and multiple loading capacity and
the fact that multiple modifications on the PLGA surface
can be introduced have placed PLGA on top of the list for
gene and drug delivery [119]. Especially the modification
of the surface with PEG leads to increased half-life in the
circulation of the PLGA-based nanoparticles [140, 141].
The second polymer system is based on polyethylen-
imine (PEI). It is one of the most widely used systems for
gene delivery because with its positive charge it binds very
strong to nucleic acids and can easily transfer and release
its load [119]. Cargo release follows the so-called proton
sponge effect; once the polymer interacts with the surface
of the cell, endocytosis takes place. The PEI causes endo-
some swelling by influx of protons and water (proton
sponge effect), which leads to endosome destabilization
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and the release of the miRNA [142]. Successful transfer of
miR-145—which directly targets the oncogenes Oct4 and
Sox2—in lung adenocarcinoma and cancer stem cells with
polyurethane short branch polyethylenimine (PU-PEI) in
combination with radiotherapy resulted in greatly reduced
tumor growth in vitro and in vivo and higher survival rate
[143, 144]. Synthetic polymers are promising miRNA
nanocarriers since (i) their cationic profile enables to
strongly bind to miRNA and thus protect it from degrada-
tion and (ii) they easily release miRNAs in the cells.
Additional studies are necessary to evaluate the toxicity of
these polymers before clinical use can be envisaged [118].

5.4.6 Inorganic Nanoparticles

Inorganic nanoparticles are another category of nonviral
delivery systems. The mostly used elements are gold,
silica, and carbon, and by taking advantage of their chem-
ical properties, it is easy to manipulate and construct a
vehicle with suitable size to transfer miRNAs without
activating the immune system [118, 119]. Gold nanopar-
ticles or AuNP-S-PEG have shown to deliver efficiently
miR-31 and miR-1323 and silence gene expression up to
70% of E2F2, STK40, and CEBRA (targets of miR-31) and
over 85% of CASP8AP2, DDX4, and AAKI (targets of
miR-1323) and also inhibited proliferation of cancer cells
with a low toxicity score [145]. In another study, silica-
based nanoparticles modified with disialoganglioside
GD2 antibody that binds to the GD2 antigen delivered
specifically miR-34a into neuroblastoma, causing down-
regulation of MYCN, inhibition of the tumor growth, and
increased apoptosis of cancer cells [146]. Unfortunately,
extensive in vivo studies are not available for evaluation
of inorganic nanoparticle toxicity, loading capacity, and
delivery efficiency.

5.5 miRNAs as Potential Therapeutic
Agents and Biomarkers: Lessons
Learned So Far

5.5.1 miRNAs as Potential Therapeutic Agents

The most extensively studied miRNA to be potentially
introduced in clinical practice is miRNA-122, an abun-
dant liver-specific miRNA with a key role in liver func-
tion (fatty acid and cholesterol metabolism) and active
role in hepatitis C (HCV) progression [147]. Elmen et al.
showed that reduction of miRNA-122 with LNA-ant-mi-
R122 led to reduction of cholesterol levels in plasma of
mice and nonhuman primates [99, 148]. Lanford et al.
showed that suppression of HCV viremia by an antago-
mir for miR-122 in chimpanzees led to improvement
HCV liver pathology [149]. In these three studies lasting
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from 3 weeks to 3 months, no short-term toxicity was
observed, opening the way for use of miRNAs as drugs in
liver disease. Indeed, these preclinical results led to the
development of miravirsen, the first antagomir drug
candidate against HCV by Santaris Pharma A/S [150].
Miravirsen binds to the stem-loop structure of pri- and
pre-miR-122 with nanomolar affinity and inhibits both
Dicer- and Drosha-mediated processing of miR-122
precursors and has entered phase II trials, after displaying
no side effects on healthy volunteers [151].

Another therapeutic miRNA candidate that is now in
phase I trials is the liposome-formulated mimic miRNA-34,
or MRX34, as it is named by the developing company
Mirna Therapeutics. The miRNA-34 family is found to
be decreased in many cancer types. It was observed that
the miRNA-34 family can regulate the p53 pathway by
direct inhibition of many oncogenes including Myc, c-Met,
BCL-2, CDK4, and CDK6. Treatment with miR-34 mimics
reduced tumor size or growth in many cancer model
systems [152—-155]. MRX34 could become one of the first
mimic miRNA system to restore the level of an miRNA
and show significant antitumor activity (http://www.
mirnatherapeutics.com/pipeline/mirna-pipeline.html).

Miragen Therapeutics has initiated several preclinical
studies for a number of miRNAs. MiR-155 is studied in
hematological malignancies and amyotrophic lateral scle-
rosis and MiR-29 in cutaneous and pulmonary fibrosis,
which have passed the preclinical studies stage and now
entering clinical trials. MiR-92 is a candidate for periph-
eral artery disease, now in preclinical studies. In collabo-
ration with Servier, Miragen Therapeutics is performing
preclinical studies in heart failure targeting miR-208 and
miR-15 (http://miragentherapeutics.com/pipeline/).

Finally, Regulus Therapeutics has initiated their anti-miR
programs for miR-122 in HCV and miR-10b in glioblastoma.
In collaboration with Sanofi, they are developing anti-
miR-221 against hepatocellular carcinoma and miR-21
for kidney fibrosis, the leading complication in kidney
disease, and with AstraZeneca miR-103/107 for the treat-
ment of nonalcoholic steatohepatitis (NASH) in patients
with type 2 diabetes/prediabetes (http://www.regulusrx.
com/therapeutic-areas/).

5.5.2 miRNAs as Potential Biomarkers

Another application is the use of miRNAs as potential
diagnostic and prognostic biomarkers. A simple search
in PubMed with the words “miRNA” AND “Biomarker”
returns more than 5000 publications, the majority related
to cancer.

5.5.2.1 Cancer
In 2002, the first miRNAs characterized as being down-
regulated in patients with B-cell chronic lymphocytic

leukemia were miR-15a and miR-16-1 [156], a year after
the discovery of the second miRNA, let-7. Later on the
miR-17-92 cluster was identified to be upregulated in
many kinds of cancers (mostly in lymphoma and leuke-
mia) and associated with upregulation of the oncogene
c-Myc, providing a first well-characterized cancer-asso-
ciated miRNA cluster and introducing a new class of
miRNAs, the oncomiRs [157-159]. Additional miRNAs
including miR-21 [160], miR-34 family [152, 161], and
let-7 [162, 163] are by now accepted as cancer-associ-
ated miRNAs. In 2008 Markou et al. published for the
first time evidence for the prognostic value of the miR-
NAs in a clinical study on lung cancer. The authors
characterized the overexpression of miR-21 in patients
with lung cancer as negative prognostic factor [164].
Other reports are regularly published on miRNAs and
their involvement in molecular pathways in nearly every
kind of cancer and on their use as potential biomarkers
and/or therapeutic agents including miR-21, miR-155,
miR-10b, miR-214, and miR-105 [165] in breast cancer;
miR-141, miR-125b, and miR-145 in prostate cancer;
miR-486, miR-30d, miR-1, miR-499, miR-19b, and miR-
29b in lung cancer [166, 167]; and miR-1246 and
miR-155 in leukemia [168].

5.5.2.2 Metabolic and Cardiovascular Diseases

The use of a LNA-antagomir for miR-122 reduced the
expression of miR-122 in hepatocytes in a high-fat
mouse model, resulting in reduced serum cholesterol
and triglyceride levels [169, 170]. These reports may
point to another therapeutic ability of antagomir for
miR-122 against metabolic and cardiovascular diseases.
Using the same mouse model, miR-33 has been linked
with the high triglyceride and HDL [171, 172], and let-7
overexpression in the pancreas led to impaired glucose
tolerance and reduced glucose-induced pancreatic insu-
lin secretion [173, 174].

5.5.2.3 Miscellaneous Diseases

Many other circulating miRNAs have been found to be
associated with other diseases including a 9-miRNA
plasma/serum panel for Alzheimer’s disease [175], a
16-miRNA plasma/serum panel for epilepsy [176], and
7 plasma/serum miRNAs in preeclampsia [177] and
cardiovascular diseases [178].

5.6 Conclusion

miRNAs have a key role in maintaining cellular homeo-
stasis by regulating almost all biological function, and
this justifies the observations of deregulation of miR-
NAs in many pathological conditions. The biological
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complexity of their actions, however, blocks a fast evolu-
tion in transforming them as tools for clinical practice as
miRNAs often target multiple genes different functional
pathways. However miRNA-based therapies could offer
a distinct advantage over other approaches.

The properties of miRNAs set them as potential effec-
tive diagnostic and prognostic biomarkers. The stability
of miRNAs in FFPE tissues and body fluids is the main
advantage for the use of miRNAs as biomarkers of dis-
ease. In addition, miRNAs can be extracted from small
biopsy specimens and body fluid samples. Finally, miR-
NAs have the potential to become therapeutic agents for
personalized management of disease [79].

The early output of miRNA research is encouraging.
However, the current potential utilization of miRNAs in
the clinical practice is primarily limited to expression
profiling for diagnostic or prognostic purposes. This is
due to the fact that little is known about the phenotypical
consequences of miRNA targeting when the results
are transferred from the in vitro to the in vivo setting.
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6.1 Introduction

Proteomics is a term used to describe large-scale protein
studies. Since proteins control the key biological pro-
cesses in the organism, one of the main aims of proteomics
has become the identification of disease biomarkers [1].
There are two main sources for the identification of
disease biomarkers: tissue samples and body fluids. The
advantages of the latter compared with the former are
lower invasiveness, lower cost, easier sample collection
and storage, and less demanding sample processing [2].
However, the applicability of each body fluid to study a
specific disease should be evaluated with caution, and
body fluids that have a direct contact with a tissue of
interest should be generally taken into consideration.
For example, urine is an ideal source to study kidney
diseases; however to identify biomarkers for Alzheimer’s
disease, cerebrospinal fluid (CSF) is more applicable [3, 4].
Additionally, body fluids can be very complex, and pro-
tein concentrations in such samples span over several
orders of magnitude. Considering that the potential
biomarker can be present at low concentrations, its iden-
tification can become challenging, since highly abundant
proteins can mask the presence of low-abundance
molecules. Therefore, to overcome the aforementioned
obstacle, sample fractionation is commonly required
prior to MS analysis [1, 2, 5]. The general comparison of
advantages and disadvantages of tissue and body fluid
proteomics is presented in Table 6.1.

Proteomics analysis of various body fluids that ensures
obtaining high-quality results is similar in several steps,
regardless of the type of analyzed sample. Each step
should be performed according to well-established and
generally accepted protocols and guidelines to enhance
the reproducibility of the results [1].

There are many possible sources that can affect the
reproducibility, for example, sample collection, storage,
or preparation procedures. These include patient sample

information, collection procedure of the body fluid,
sample shipment conditions, storage temperature, pro-
tein fractionation and digestion, and so on. Additionally,
instrument specifications (e.g., collision energy or isola-
tion width) as well as data analysis procedures (e.g., data
normalization, statistical tests) should be performed
appropriately [6, 7].

The application of proteomics to study human diseases
and translate the findings into clinical practice is called
clinical proteomics. These findings can be used for early
detection of the disease or evaluation of the prognosis.
Additionally, proteomics findings can elucidate the
mechanism of the disease and, thus, contribute to the
identification of novel therapeutic targets [8, 9].

This chapter will concentrate on various aspects of
body fluids proteomics, including sample collection and
storage procedures, protein fractionation techniques,
sample preparation for MS/MS analysis, commonly
used analytical instruments, and bioinformatics aspects
(differential expression analysis and statistical testing).
Afterward, the focus will be set on the validation of
findings. Finally, selected examples of the application of
body fluids proteomics for the discovery of biomarkers
will be presented. It is worth noting that most of the
aspects of proteomics analysis do not vary between the
analysis of body fluids and other samples (e.g., tissues or
cell cultures).

6.2 General Workflow for Obtaining
High-Quality Proteomics Results

Appropriate sample and data processing according to
well-established guidelines are not the only aspects that
guarantee obtaining high-quality proteomics results.
Good quality proteomics analysis begins already on the
level of study design, followed by proper and reproducible
sample and data analysis and application of appropriate
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Table 6.1 Comparison of tissue and body fluids proteomics in human.

Tissue

Body fluid
Collection Depends on a body fluid, but in most cases collected easily and
with noninvasiveness or low invasiveness
Availability Typically available in large quantities and high numbers
Representation Typically represent the proteome of tissues of which the body

of a proteome

fluid has contact with. However, blood represents the proteome
of the whole organism

Protein Variable. Blood has very high protein content. However,
concentration proteins in other body fluids are present in lower concentration
Number of Without applying fractionation methods, generally low due to
protein two reasons: (i) low protein concentration causes low-
identifications abundance molecules to be present below the limit of
detection, and (ii) high-abundance proteins can mask the
presence of low-abundance molecules
Type of protein Without fractionation, mostly highly abundant proteins
identifications
Suitability for Large number of available samples increases the statistical
biomarker power. Low number of protein identifications can hinder the
identification in identification of putative biomarkers (especially those present
the sample at low concentrations)

Invasive procedure hinders the collection
process

Commonly available in low numbers, which can
compromise the statistical power of performed
analysis

Proteome specific for a collected tissue

Relatively high

Generally high

Both high- and low-abundant proteins can be
easily detected

Low sample availability reduces the statistical
power. Large number of protein identifications
facilitates the identification of putative
biomarkers (especially those present at low

Translation of

biomarkers disease

Useful in clinical practice for diagnosis or prognosis of the

concentrations)

Useful for elucidation of the disease mechanism
and identification of drug targets

Due to large number and variety of available body fluids, only general comparison is demonstrated, and thus, presented comparison cannot be

translated to all body fluids used in proteomics.

statistical tests, finishing with validation of findings [10].
For biomarker discovery studies, obtaining high-quality
proteomics results does not ensure that obtained find-
ings will be translated into clinical practice. The path for
translation of findings is laborious and time consuming
with no guarantee of success. The main obstacles on this
path include lacking funding, absence of platforms for
validation of findings, cost-effectiveness of a biomarker,
and inadequate knowledge of researches about steps
required to translate their findings [11]. The general work-
flow for proteomics analysis is depicted in Figure 6.1.
Aspects that need to be taken into consideration in
proteomics studies can be summarized as follows [10]:

1) Clinical questions and outcomes should be clearly
defined:

e Define the purpose of the biomarker.

e Use standardized and well-accepted criteria to
document the outcomes.

2) Study subjects should be properly chosen:

e Define study groups.

e Healthy controls are not always adequate controls
for defining a biomarker specific for a disease and
subjects with related or similar disease and should
be taken into consideration.

¢ Avoid unequal distribution of patients that can lead
to potential bias during study design (e.g., unequal
distribution of age or gender in the study group).

e During the discovery phase, patients with unclear
diagnosis can be omitted.

e Use clinically accepted parameters as endpoints.

o If possible, ensure that the same criteria were used
for the classification of patients; if not possible,
report this information.

e Ensure the collection of sufficient demographic and
clinical data on the subjects.

Each step of the experiment should be conducted

appropriately according to available guidelines:

e Ensure that the sample is collected properly and
detailed description of this procedure is available.

e Store the sample in appropriate conditions (e.g., at
—20 or —80°C, unless stated otherwise).

e Perform the experiments according to the guidelines
and/or established protocols.

e Use appropriate software for data processing.

Proper statistical tests for the identification of bio-

marker candidates should be applied:

e Have sufficient samples size, according to power
calculations.
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Figure 6.1 Graphical depiction of a general workflow of proteomics
analysis.

o Try to avoid sample pooling.
o Use correct statistical tests and adjust for multiple
testing.
5) The findings should be validated:
o Use different sample cohort to confirm your findings.
o If possible, use different methodology to validate
the biomarker candidates.

Table 6.2 Characteristics of four body fluids.
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6.3 Body Fluids

A number of body fluids can be analyzed by proteomics
techniques. Blood (plasma and serum) and urine are the
most common choices for the analysis; however these
are not the only ones used. In this chapter, four body
fluids, namely, blood, urine, CSF and saliva, will be
discussed. The advantages and disadvantages of these
fluids are summarized in Table 6.2.

6.3.1 Blood

Blood is one of the most complex sources of the human
proteome [12]. This is mostly due to the enormous con-
centration differences in the proteins present, which
span from millimolar to femtomolar. These differences
are responsible for the masking effect and reduce the effec-
tiveness of LC-MS/MS analysis, hindering the detection of
low-abundance proteins. Therefore, if no fractionation is
applied, the identification of blood proteins is usually
restricted to highly abundant molecules. Additionally,
blood proteins often undergo additional processing
events and modifications, making the analysis even more
complicated [13]. Two blood components are typically
applied for the proteomics studies: plasma and serum.

Due to the easy accessibility and ability to “mirror” the
organism status, blood is commonly applied for the
identification of disease biomarkers, including various
cancers (e.g., prostate, liver, breast, pancreatic), autoim-
mune diseases (e.g., systemic lupus erythematosus, multiple
sclerosis), infectious diseases, diabetes, nephropathies,
and cardiovascular disease [12, 14, 15].

6.3.1.1 Plasma

Plasma is the liquid portion of blood [12]. This straw-
colored body fluid is equivalent of approximately 55% of
total blood volume. Plasma consists mostly of water and
is required for transportation of various substances within
the body (e.g., hormones or glucose), immunological
response, and withholding the pH and pressure of blood [3].

Blood (plasma or serum) Urine

Cerebrospinal fluid Saliva

Applicability to studya  Any disease

disease

Availability +++ +++
Noninvasive collection ++ S+
Protein concentration +++ +2
Translation into +++ +++

clinical practice

Several diseases, mostly kidney
or urogenital tract related

Several diseases, but
commonly for dental

Some diseases,
mostly neurological

+ ++
- +++
+ +

++ +++

-, +, ++, +++ indicate rate of feasibility or concentration in the increasing order.

*Variable depends on studied disease.
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The great advantage of plasma (and serum as described
in the following) is its ubiquitous contact with every
tissue in the body, making it a perfect source of informa-
tion about the organism [5]. However, proteins derived
from the tissues become substantially diluted in plasma,
commonly being below the limit of detection by cur-
rently available MS/MS instruments [16]. Therefore,
protein fractionation or enrichment strategies are com-
monly applied [2, 17]. Current advancements in mass
spectrometry (MS) allow for more in-depth analysis of
this body fluid. However large protein concentration
range and complexity impair the proteomics biomarker
studies.

6.3.1.2 Serum
Serum is derived from blood after removal of fibrinogen
and clotting factors [12]. It is a liquid of a yellow color,
obtained by centrifugation of previously coagulated
blood. This process reduces the protein concentration,
due to the removal of clotting factors. Still, these factors
are not completely removed from the sample, and due to
the putative interactions of proteins with the clotting fac-
tors and additional coagulation processes, the final levels
of peptides and proteins in the sample are affected [3].
Similarly to plasma, serum is an easily accessible body
fluid, which, due to its nature, represents the overall
status of the organism. However, the same challenges
for proteomics analysis characteristic of serum remain—
enormous differences in individual protein concentra-
tions and vast complexity [14].

6.3.2 Urine

Urine is a liquid secreted by the kidneys to the urinary
bladder and ultimately excreted through the urethra.
Urine from healthy individuals contains mostly water
(95%). The rest of the components are waste substances
produced by filtering of plasma by the kidneys. Due to
these reasons, the protein concentration in urine (usu-
ally below 0.08 pug/pl) is approximately 1000-fold lower
than in plasma (average protein concentration for
plasma: 60—80 pg/pl) [3], unless the patient is proteinuric
and demonstrates higher and variable protein concentra-
tions in urine than healthy subjects [18]. The fact that
70% of proteins present in urine derive from kidney
makes this body fluid a preferable source for studying
various renal diseases [19].

Urine has several advantages: it can be obtained easily
and repeatedly in large quantities, while proteins and
peptides are already solubilized in the fluid. Importantly,
urine demonstrates higher stability compared with
plasma, since it is detained in the bladder for hours
before collection, and thus, proteolytic processes have
already finished before the collection. However, daily

intake of fluids affects the concentration of peptides and
proteins in urine. Additionally, due to several aspects of
daily routine (e.g., diet, exercises, and hormonal changes),
variation in the proteome can be observed during the
day. The first issue can be tackled by normalizing the
data based on creatinine values. In the case of the latter,
these changes are mostly related to a small portion of
the proteome and do not affect the majority of urinary
proteins [20].

As mentioned urine is commonly applied to study a
variety of renal diseases [21]. However, it was also applied
to study irritable bowel syndrome, coronary artery disease
[22], sepsis, and lung cancer [1].

6.3.3 Cerebrospinal Fluid (CSF)

CSEF is a colorless fluid that surrounds the brain and the
spinal cord. This fluid is in contact with central nervous
system and removes waste substances, transports nutri-
ents, and acts as a mechanical support for the brain.
These qualities make it a perfect source for studying
neurodegenerative disorders. CSF is produced by the
choroid plexus. It is generally an ultrafiltrate of plasma;
however, the interstitial fluid of the nervous tissue also
impacts the molecular content of CSF [3, 4].

Most of the protein content (80%) comes from blood
and the rest from central nervous system. Therefore,
highly abundant plasma proteins are also abundant in
CSE. Still, the protein concentration in CSF (0.2-0.8 pg/
ul) is substantially lower than in plasma (60—-80 pg/pl) [4].

Even though CSF seems to be an ideal source to study
neurological diseases, it has some disadvantages. Firstly,
its collection is invasive and requires a lumbar puncture.
Secondly, alcohol consumption or smoking can influence
the composition of the fluid [4]. Thirdly, identification of
disease biomarkers in CSF can be hindered, due to the
fact that most of the proteins derive from plasma [2].
Lastly, blood contamination of the CSF is relatively
common, and 14-20% of all lumbar puncture proce-
dures end with the sample contamination. Considering
very low protein concentration of CSF compared with
plasma, even small leakage of the latter can significantly
change protein concentrations in the sample, skewing
the analysis and leading to the identification of nonspe-
cific biomarkers [4].

6.3.4 Saliva

Saliva is fluid that contains a secreted mixture of several
salivary glands. Its function is not only restricted to food
digestion, tasting, and swallowing, but it also plays a role
in lubricating the oral tissues, ensuring integrity of teeth
and protection against bacteria and viruses [23].



Saliva contains mainly water (99%). The remaining 1%
consists of inorganic ions, organic secretion substances,
products of food degradation, lipids, and proteins. The
most abundant proteins can be classified into two classes:
gland derived (e.g., a-amylase, cystatins, histatins) and
plasma derived (albumin, serotransferrin, sIgA) [24].
Average protein concentration in saliva is in the range of
0.5-2mg/ml [25].

Saliva could be considered as an alternative source to
plasma for proteomics studies, since it can be obtained
easily, noninvasively and in large quantities, while its
collection and storage do not require a highly trained
personnel. Due to very low sample collection cost,
saliva seems to be a preferable diagnostic body fluid in
Third World countries. However, sample collection
procedures for this body fluid have not been well estab-
lished yet. Additionally, protein concentration in saliva
is very low, while the range of the concentration of indi-
vidual molecules is large (e.g., in mg/ml for a-amylase
in pg/ml for cytokines). Therefore, identification of
biomarkers in this body fluid requires sensitive MS
instruments [23-28].

Salivary proteomics has been implemented in the
study of a variety of diseases including periodontal dis-
ease, squamous cell carcinoma, head and neck cancer,
breast cancer, and diabetes [23, 24, 27].

6.4 Sample Collection and Storage

Sample collection procedures are very well described in
the following chapter [3]. Additionally, such protocols
are commonly available on several websites and/or pub-
lications. Therefore, instead of describing the guidelines,
they will be summarized in Table 6.3.

Table 6.3 Sample collection guidelines references.
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6.5 Sample Preparation for MS/MS
Analysis

Sample preparation for MS/MS analysis depends on
study requirements and should be adjusted to each study
individually. Factors that affect the preparation proce-
dures are type of sample (plasma, urine, etc.), sample
complexity, protein concentration, type of proteins of
interest (all proteins, glycoproteins, phosphoproteins,
etc.), aim of the study (protein profiling, biomarker dis-
covery, etc.), analysis method, and instrument running
conditions. Protocols or guidelines for most of the
sample processing steps have already been established.
Still, many variations exist, while some steps are to some
degree established empirically in each lab (e.g., LC-MS/
MS running conditions). Since all of these aspects are
interconnected, there are no standard guidelines availa-
ble that would cover all of them.

This section will focus on three main parts: fractiona-
tion of intact proteins, sample preparation for MS/MS
runs (tryptic digestion methods), and peptide fractiona-
tion techniques.

6.5.1 Protein Separation

A number of separation techniques are available for pro-
teomics analysis. The samples are commonly processed
by one or more fractionation techniques. Still, the appli-
cation of such strategies is optional, and samples can be
prepared without applying protein separation prior to
the MS analysis.

In the literature the most common categories of
separation techniques include gel-based and gel-free
approaches [31-34] and electrophoresis-based and liquid
chromatography approaches [1, 35]. Both categories

Sample type Guideline source Link References
Plasma National Institutes of Health http://edrn.nci.nih.gov/resources/standard-operating-procedures/  [3]
standard-operating-procedures/plasma-sop.pdf
Serum National Institutes of Health http://edrn.nci.nih.gov/resources/standard-operating-procedures/ [3]
standard-operating-procedures/serum-sop.pdf
Urine Urine and Kidney Proteomics COST  http://eurokup.org/sites/default/files/StandardProtocolforUrine  [3, 29]
Action or Human Kidney and Urine  Collection.pdf or http://www.hkupp.org/Urine%20collectiion%20
Proteome Project Documents.htm
Cerebrospinal — — (3,30]
fluid
Saliva World Health Organization, http://www.iarc.fr/en/publications/pdfs-online/wrk/wrk2/ [3]

International Agency for Research
on Cancer

Standards_ProtocolsBRC.pdf
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share many similarities: most of the electrophoretic
methods (excluding free-flow electrophoresis (FFE)) are gel
based, while chromatographic approaches are included
in gel-free techniques.

In this chapter, the presented methods will be divided
into electrophoresis-based and liquid chromatography
(LC) techniques, while the focus will be set mostly on
the separation of intact proteins. The advantages and
disadvantages of applying each technique are summa-
rized in Table 6.4. The application of fractionation
methods in individual studies is well described in the
following reviews [1, 31-33].

6.5.1.1 Electrophoresis-Based Methods
Electrophoresis-based methods include one-dimensional
electrophoresis (1DE or more commonly SDS-PAGE),
two-dimensional electrophoresis (2DE), isoelectric
focusing (IEF), and two-dimensional fluorescence differ-
ence gel electrophoresis (2D DIGE) [31]. These tech-
niques rely on the migration of charged proteins in the
medium [1]. The most common method is SDS-PAGE,
where proteins are denaturated and coated with sodium
dodecyl sulfate (SDS) detergent. In such conditions, the
separation is based mostly on the molecular weight of
each protein [34, 35].

IEE, on the other hand, uses the differences in the
isoelectric points (pl) of proteins. The proper resolving
power is achieved by applying pH gradient strips.
Proteins migrate in the electric field until they reach
their pI, where the charge is equal to zero [34, 36].

2DE can be considered as a combination of both gel-
based 1DE and IEFE. Proteins are firstly separated based
on the pl as in the case of IEF (first dimension) and
afterward based on their molecular weight, as for SDS-
PAGE (second dimension). 2DE allows to visualize up to
thousands of gel spots and differentiates between various
isoforms of the same protein [35]. Since the main issue of
2DE is the comparison of multiple gels, a modification of
the method was introduced: 2D DIGE [1]. This method
overcomes the obstacle related to comparative analysis
of different samples, as proteins from different samples
are labeled with distinct fluorescent dyes, mixed together
and loaded onto the same gel. This way, multiple samples
can be compared with each other in one experiment [35].

The presented methods are gel based. However, some
liquid-based modifications exist. For example, liquid-
phase IEF is characterized by higher loading capacity
and increased protein recovery compared with its gel-
based counterpart [33]. FFE technology was also intro-
duced, which, in contrast to most of the electrophoretic
methods, does not require any solid matrix to separate
proteins. In this method, the sample is injected continu-
ously and is moving in a laminar flow in a chamber
composed of two glass plates. The electric field is applied

vertically to the laminar flow direction, and the samples
can be divided based on their charge, p/, or mobility. This
method, in comparison with traditional electrophoresis,
improves the possibility of detecting low-abundance
proteins [33].

6.5.1.2 Liquid Chromatography Methods

The separation principle of LC is based on the interac-
tions of the analytes with the stationary phase. Since
each of the components in the sample interacts differen-
tially with the sorbent, the sample can be fractionated.
These methods can be divided into two categories: physi-
ochemical strategies and affinity based. Due to the fact
that physiochemical strategies are well known and estab-
lished, this section will provide only short description of
such methods. More focus will be put on affinity-based
methods that are becoming more and more popular,
as they are applicable to achieve rapid and selective
purification of the proteins. However, in some cases
(e.g., abundant protein depletion), the available data
contain contradictory results, questioning the added
value of such strategies in proteomics studies.

6.5.1.2.1 Physiochemical-Based Separation

The most commonly applied chromatography techniques
using physiochemical properties for the separation of
intact proteins are reverse-phase liquid chromatography
(RP-LC), hydrophobic interaction liquid chromatogra-
phy (HILIC), and ion-exchange [34] or size-exclusion
chromatography (SEC) [1].

In RP-LC the analytes are separated based on their
differences in hydrophobicity, where nonpolar stationary
phase and a polar mobile phase are applied. Hydrophilic
proteins are eluted first. As the polarity of the mobile
phase is gradually reduced, other (more hydrophobic)
proteins can elute [37].

Similarly to RP-LC, HILIC separates proteins on the
basis of their hydrophobicity and uses comparable types
of eluents. However, in contrast to the former, it applies
hydrophilic stationary phase. Therefore, hydrophobic
proteins are eluted first, and as the polarity of the mobile
phase increases, other (more hydrophilic) proteins can
elute [38].

Ion-exchange chromatography separation principle is
based on the attraction of oppositely charged molecules.
There are two types of stationary phases used in ion-
exchange chromatography: negatively charged cation
exchangers and positively charged anion exchangers.
Proteins, based on their pI and the pH of the environ-
ment, carry different surface charges. Molecules are
eluted by increasing salt concentration of the elution
buffer, hence its ionic strength. Proteins with the lowest
charge elute first, followed by other molecules that bind
stronger with the resin [39].



Table 6.4 Advantages and disadvantages of various separation techniques.

Separation type

Separation technique

Separation basis

Advantages

Disadvantages

Electrophoretic
approaches

Liquid

chromatography:

physiochemical
separation

Liquid

chromatography:

affinity methods

SDS-PAGE

IEF

2DE

RP

HILIC
IEX

SEC

Protein depletion

Hexapeptide ligand
library beads

IMAC

Glycoprotein
enrichment methods

Phosphoprotein
enrichment methods

Molecular weight

Isoelectric point

Molecular weight and
isoelectric point

Hydrophobicity

Hydrophobicity

Protein charge

Protein size

Affinity binding of protein
targets

Protein capturing

Binding of proteins to metal
ions

Affinity binding of
glycoproteins to lectins or
through chemical
modifications to a resin
Affinity binding of
phosphorylated proteins to,
for example, IMAC, TiO,,
or ZnO, resins

Simple; cheap

Relatively simple with moderately
good separation power

Allows for identification of protein
isoforms

Moderate resolving power; desalting
capability; adjustable gradient;
compatible with mass spectrometry
Good resolving power

Good method to be used in
combination with other separation
techniques; very adjustable, due to the
presence of various ion exchangers

Simple; wide separation mass range

Simple; reproducible; selective

Effective; allow for sample enrichment
in low-abundance proteins

Specific for phosphoproteins and
peptides as well as proteins exhibiting
acidic amino acids

Adjustable specificity due to the
availability of many lectins

High specificity and recovery

Moderately time consuming; not automated; low resolving
power

Resolving strips need to be purchased from a vendor;
strips covering whole pH range are commonly not
available

Low reproducibility if more than one gel is used; low
number of replicates is typically analyzed; laborious

Carryover effect; not completely reproducible

Not compatible with RP in an online mode

Not compatible directly with MS

Protein binding to the stationary phase cannot be entirely
eliminated; low resolving power; requires high elution
volumes; requires high sample loads; requires appropriate
peptides or proteins for calibration

Added value for proteomics analyses is questionable;
presence of a co-depletion mechanism

Requires large starting protein amounts; proteins that
saturate the beads cannot be quantified

Low adsorption of some phosphoproteins and peptides

Analysis of O-glycosylated molecules is still challenging

Enrichment typically performed on the level of peptides,
causing loss of information regarding phosphorylation
interdependency (i.e., if a phosphorylation of one side in a
protein is dependent on the phosphorylation of another)

2DE, two-dimensional electrophoresis; HILIC, hydrophilic interaction chromatography; IEF, isoelectric focusing; IEX, ion-exchange chromatography; IMAC, immobilized metal affinity
chromatography; RP, reverse-phase chromatography; SDS-PAGE, sodium dodecyl sulfate polyacrylamide gel electrophoresis; SEC, size-exclusion chromatography.
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In SEC the separation is based on the differences in
molecular size. The principle assumes that no interac-
tions between the molecules and the stationary or mobile
phase exist. Therefore, the separation is an entropy-con-
trolled process where proteins are transported with a
mobile phase through a stationary phase composed of
carefully chosen porous particles. Large proteins do not
pass through the pores and elute first. The smaller is the
protein, the more pores it has to pass through, increasing
the time of elution [40].

6.5.1.2.2 Affinity Chromatography
Affinity chromatography methods are becoming com-
monly used in proteomics, due to their broad range of
applications and high specificity. The main goal of affinity
chromatography is significant reduction of sample
complexity, allowing for identification of low-abundance
proteins. These methods can be used for the identification
posttranslational modifications (PTMs), protein—protein
interactions, and interaction networks as well as for the
separation of specific type of proteins from the sample
(e.g., phospho- or glycoproteins). In general, two main
categories of affinity techniques are established: (i)
depletion-based strategies, aiming at removal of highly
abundant molecules from the sample, thus unmasking
low-abundance molecules, and (ii) enrichment-based
strategies, where protein of interest is separated from
the total proteome [41]. An interesting type of affinity
technique that combines both depletion and enrichment
strategies is based on combinatorial peptide ligand
libraries and will also be described in this section.
Depletion strategies allow for rapid and efficient
removal of targeted proteins, reducing the complexity
of the sample, hence, in theory, facilitating detection of
low-abundance molecules. There are many depletion
kits commercially available that vary in the number of
depleted proteins. Immuno-based methods are most
common, due to their high specificity and efficiency
[33, 42]. The typical target for depletion kits is albumin:
highly abundant plasma protein with a concentration of
30-50 pg/ul. Its removal reduces the total protein con-
tent by approximately 50%. However, these kits often
target more proteins, including immunoglobulins, hapto-
globin, and fibrinogen [42]. Abundant protein depletion
kits are designed to be used for plasma or serum, but
their applicability was also tested in urine. Still, the added
value of applying these strategies is questionable, since
many studies report contradictory results: some describ-
ing increased number of protein identifications, while
others no added value. Kulloli et al. [43] depleted 14
highly abundant proteins from plasma, which allowed to
increase the number of protein identifications from 71 to
130 compared with non-depleted sample. Tu et al. [44]
depleted 7 or 14 abundant proteins from plasma, increasing

the number of identified proteins by 25% in comparison
with unfractionated sample. Still, the applicability of
this method for biomarker discovery purposes is ques-
tionable, since only 6% of proteins were classified as low
abundance. Additionally, they did not find any added
value of removing 14 abundant proteins compared with 7,
as both of the methods performed similarly. Echan et al.
[45] also depleted up to six highly abundant proteins
from serum or plasma, and the samples were afterward
subjected to 2DE. They found a slight increase in the
number of visualized spots. After protein identification,
it appeared that these spots represented mostly minor
forms of highly abundant proteins (e.g., ceruloplasmin or
complement factors). Similar contradictory results are
presented in the case of applying protein depletion in
urine. Kushnir et al. [46] identified 2.5-fold more pro-
teins in urine after depleting 6 highly abundant proteins.
However, Afkarian et al. [47] did not report any increase
in the number of identified proteins after albumin and
IgG depletion in normo- or macroalbuminuric patients.
In our hands [48], the application of four different deple-
tion strategies in urine from healthy controls or CKD
patients did not lead to an increase in the number of
protein identifications. The analysis was performed
using low starting urine volumes (500pl), mimicking
conditions typical for large cohort biomarker discovery
studies. Even though the protein depletion was efficient
in most cases and the concentration of targeted proteins
substantially decreased, no added value was observed after
applying such strategies. Altogether, the results imply
that depletion of only few highly abundant proteins from
body fluids might not be sufficient. In order to detect
low-abundance proteins, a higher number of proteins
need to be previously depleted. “SuperMix” resin might
offer a solution to this problem, since it is able to deplete
a large number of highly and moderately abundant pro-
teins. On the downside, the application of such depletion
strategies requires high starting protein content, and the
depletion targets are not specified by the producer.
SuperMix is used in a combination with resins based
on avian antibodies, designated for removal of several
(12-14) highly abundant plasma proteins. The aforemen-
tioned system was successfully applied by Qian et al. [49]
and Patel et al. [50] in plasma. Qian et al. [49] compared
IgY12 depletion strategy alone with IgY12—-SuperMix
system using one- or two-dimensional LC-MS/MS. The
application of SuperMix system resulted in an increase
of 60—80% of proteome coverage compared with IgY12
depletion. Patel et al. [50] compared Qproteome Kkit,
which removes albumin and immunoglobulins, with
SepprolgY14—SuperMix column. The latter resulted in
the identification of 276 proteins that were not detectable
after Qproteome depletion, from which most were classi-
fied as low-abundance proteins. However, Bandow [51]



applied three fractionation strategies on plasma samples
(i.e., IgY14 depletion, IgY14—SuperMix set, and ProteoMiner)
and analyzed them by 2DE. Even though obtained gel
protein patterns between applied methods were different
in comparison with the unfractionated plasma, analyzed
spots represent only highly abundant proteins.
ProteoMiner (a commercialized name of combinato-
rial peptide ligand libraries) relies on depletion of highly
abundant proteins with simultaneous enrichment of
low-abundance ones. This is achieved as a result of the
application of millions of randomized hexapeptides,
which can capture specific proteins. In contrast to deple-
tion strategies though, the method is not specific for
one or a group of proteins, but rather affects the whole
proteome. Highly abundant proteins rapidly saturate
their binding sites and thus, the excess passes through
the beads (depletion mechanism). Low-abundance pro-
teins, however, do not saturate their binding sites that
quickly, and therefore, the constant flow of the sample
will cause gradual increase in the number of bound low-
abundance proteins (enrichment mechanism) [52]. It is
worth mentioning that if none of the ligands in the
library demonstrate an affinity to a given protein, the
latter will not be retained and thus detected by MS.
Moreover, the strategy substantially affects the relative
protein concentration in the sample (especially when the
beads are saturated), increasing the complexity of quan-
titation procedures [53]. Similarly to protein depletion
strategies, ProteoMiner was also criticized in some
papers, but according to the “defenders” of the strategy,
stated complaints are caused by an incorrect application
of ProteoMiner rather than flaws of the technique [54].
In more details, Bandow [51] analyzed plasma samples
by applying different depletion strategies (including
ProteoMiner) followed by 2DE analysis. As already
described in the paragraph earlier regarding depletion
strategies, analyzed gel spots led to the identification of
only highly abundant plasma proteins. In the defense of
ProteoMiner, Righetti et al. [54] stated that they used too
mild eluant able to desorb less than 30% of bound pro-
teins. For desorption of all the proteins and thus proper
application of ProteoMiner, stronger elution protocol
should have been applied. Additionally, the capturing of
proteins was performed at high ionic strength, reducing
the interaction efficiency of ProteoMiner. In the second
example, Keidel et al. [55] compared the enrichment
efficiency in plasma of ProteoMiner with five different
chromatographic beads (Sepabeads) that are based on
the concept of hydrophobicity. They found only a weak
increase in the concentration of low-abundance pro-
teins, while all of the tested methods gave similar results.
Therefore, they suggested that ProteoMiner uses the
hydrophobic binding mechanism, while the ligand diver-
sity plays a minor role. Righetti et al. [54] again stated
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that the capturing of proteins was performed at high
ionic strength, decreasing the efficiency of formed inter-
actions. Thus, the statement that ProteoMiner applies
hydrophobic mechanism is incorrect and exploits the
lack of knowledge of authors regarding the applied
binding mechanisms. It is therefore very important to
perform the analysis according to available guidelines
and taking into consideration all of the recommenda-
tions. Such guidelines are very well described in the
following chapter to which the readers interested in the
technique are referred to Ref. [52].

Other available affinity-based methods do not seem
as controversial as abundant protein depletion or
ProteoMiner strategies. These methods rely clearly on
protein enrichment, rather than depletion and in con-
trast to aforementioned “controversial strategies,” target
specific protein groups instead of the whole proteome.
First method that is worth mentioning is the immobi-
lized metal affinity chromatography (IMAC), where the
enrichment is based on the affinity of proteins to metal
ions. Such binding can be achieved, due to the exposure
of functional groups by several proteins (i.e., Cys, His,
Glu, Asp, Tyr) and their interaction with the metal ions
(e.g., AI’** or Ni**). These moderately specific methods
usually enrich the samples in proteins with acidic amino
acids [1]. However, the method can be also used for the
enrichment of phosphorylated amino acids as further
described in this section [56].

Two other techniques, aiming at enrichment of glyco-
proteins or phosphoproteins, are widely used in the
field of proteomics. Since differences in PTMs between
healthy and disease subjects can be used as biomarkers,
these techniques evolved into two new subfields of
proteomics: glycoproteomics and phosphoproteomics.

Two approaches are commonly applied for the enrich-
ment of glycoproteins: lectin affinity and hydrazide
chemistry-based enrichment. In the case of the former,
specific oligosaccharide epitopes bind to the lectin resin.
A large number of lectins with different selectivity are
commercially available. For example, concanavalin A
recognizes mannosyl and glucosyl epitopes, while wheat
germ agglutinin sialic acid and N-acetylglucosamine. It is
worth noting that the specificity of lectins binding O-
glycosylated proteins is lower compared with these
binding N-glycosylated. The hydrazide chemistry-based
enrichment method relies on the chemical reaction
(formation of covalent bonds) between the glycosylated
proteins and the medium. The method however can be
only used for the enrichment of N-glycosylated proteins
due to the lack of an enzyme that would cut O-glyco-
sylated bonds [57]. It is very important to take into consid-
eration that the glycoproteomics workflow may differ
from the one presented in this chapter, including appli-
cation of specific software for bioinformatics analysis.
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Therefore, readers interested in glycoproteomics are
referred to the following review [58].

In the case of phosphoproteomics, most of the sepa-
ration methods are used at the peptide level (exception:
immunoprecipitation), which ensures high efficiency
and high depletion rate of non-phosphorylated mole-
cules. However, protein digestion leads to loss of the
information on the phosphorylation interdependence
(i.e., if a phosphorylation of one site in a protein is
dependent on the phosphorylation of another). One of
the strategies for the enrichment of the phosphopro-
teome (IMAC) was already mentioned in this section.
The “typical” IMAC however is not specific for phos-
phoproteins and also enriches for proteins or pep-
tides containing acidic amino acids. Therefore, in the
case of phosphoproteomics, several modifications of
the method have been introduced, for example, esteri-
fication of the peptides, adjustment of the pH, and
use of various chelate ions. Another phosphoproteome
enrichment strategy is called metal oxide affinity chro-
matography, which uses titanium dioxide- or zirconium
dioxide-based chromatography methods. This strategy
shows high affinity toward phosphorylated proteins
and is more tolerant to the presence of salts, denaturation
factors, or detergents compared with IMAC, making it
a preferable strategy in phosphoproteomics compared
with the latter. Other methods used for the enrichment
of the phosphoproteome include ion-exchange chro-
matography, HILIC, chemical modification of phos-
phopeptides, and calcium or barium precipitation.
All of the methods presented are well described in the
following review [56].

6.5.2 Sample Preparation for MS/MS
(Tryptic Digestion)

Before describing commonly applied tryptic digestion
methods, the difference between bottom-up and top-
down proteomics is worth mentioning, as only the for-
mer requires protein digestion. In the case of bottom-up
proteomics, proteins are digested (usually with trypsin)
prior to MS analysis, and detected peptides are aligned
to associated proteins. However, the method has sev-
eral limitations: (i) reduced specificity (identified pep-
tide sequences may belong to more than one protein)
and (ii) incomplete protein sequence coverage (large
protein fragments may not be identified at all by MS,
resulting in the loss of information regarding sequence
variants or present PTMs). Top-down proteomics, aim-
ing at the analysis of intact (non-digested) proteins, can
tackle these problems, allowing to achieve complete
protein sequence coverage, identify various proteo-
forms, and present PTMs. Nevertheless, the method is
more applicable for the identification of proteins in

simple mixtures. For proteome-wide studies, bottom-
up proteomics show higher throughput, proteome cov-
erage, and sensitivity compared with top-down
proteomics. Therefore, in this chapter the focus will be
set on bottom-up proteomics, while readers interested
in top-down proteomics are referred to the following
review [34].

There are three commonly applied types of protein
digestion methods: in-solution digestion, in-gel digestion,
and filter-aided sample preparation (FASP). Advantages
and disadvantages of each method can be found in the
following review [35].

In-solution digestion is probably the most-known
sample preparation method, which, in the case of body
fluids, typically involves the following steps: protein pre-
cipitation, resolubilization in a urea buffer, reduction,
alkylation, and trypsin digestion. Due to the common
use of the method, it is challenging to find a publication
concentrating on its description per se. However, many
protocols can be found online (e.g., Ref. [59]).

In-gel digestion offers the possibility to divide the
proteome into multiple bands, reducing the sample
complexity and allowing for in-depth analysis of com-
plex samples. Moreover, the procedure allows to remove
impurities of low molecular weight (e.g., buffer compo-
nents or detergents). However, higher amounts of trypsin
are required compared with in-solution digestion pro-
cess, which may result in formation of trypsin autolysis
products. Additionally, casting the gels can increase the
possibility of contaminating the samples with keratins.
Both 1DE and 2DE can be used and applied for this
method, and the protocol for in-gel digestion is described
in the following paper [60].

In FASP, all of the steps are performed using centrif-
ugal filter units. According to the original protocol, two
filter cutoffs are applicable: 10 or 30kDa. As expected,
the application of 30kDa filter is faster, due to more
rapid sample concentration compared with 10kDa
filters. The digestion comprises of four steps: (i) removal
of components of low molecular weight in urea buffer,
(ii) reduction and alkylation, (iii) protein digestion, and
(iv) peptide isolation by filtration. The use of filters
ensures that before protein digestion all low molecular
weight components will be removed, while, after diges-
tion, the same filter allows to retain high molecular
weight components on the filters, allowing for isolation
of the peptide mixture. The methodology is described in
the original paper from Wisniewski et al. [61].

6.5.3 Separation of Peptides

In proteomics, the separation on peptide level is usually
achieved by coupling the liquid chromatography system
with mass spectrometer (LC-MS-based proteomics).



This procedure reduces the number of analytes that enter
the mass spectrometer and at the same time (i) decreases
the potential of ionization suppression, taking place
when molecules cannot be detected, due to the dynamic
range limitation of the detector; (ii) reduces the under-
sampling effect, related to the choice of ions by mass
spectrometer; and (iii) increases the concentration of
analytes, enhancing the sensitivity of MS detection. In
the MS setup the LC typically refers to RP chromatogra-
phy [62]. However, recently combinatorial approaches of
more than one chromatography methods are employed
and can be used on- or offline. Such techniques in
proteomics are recognized as multidimensional protein
identification technology (MudPIT). The most common
setup for MudPIT is the use of strong ion-exchange
chromatography as a first dimension and RP as the
second one. However, other commonly applied systems
include high-pH RP coupled with RP or HILIC coupled
with RP [62, 63]. The separation of peptides using various
one- or multidimensional approaches for MS analysis
is well described in the following review [62]. Of note,
instead of applying RP coupled to MS, it is possible to
use capillary electrophoresis (CE) system. Nevertheless,
CE is more commonly applied in peptidomics studies
and, thus, will be described in details in the correspond-
ing chapter.

6.6 Analytical Instruments

Available analysis instruments and ionization tech-
niques will not be covered in this chapter, since, even
though the instrument setup applied has an enormous
effect of the analysis (e.g., number of identified proteins,
comprehensiveness of the analysis, sequence coverage),
the users are commonly bound to a specific instrument.
In other words, this aspect is not commonly modifiable
for every analysis performed. Moreover, applied instru-
ment settings (e.g., collision energy, intensity threshold
required to trigger MS/MS event or even protein loaded
onto the column) commonly vary from lab to lab, as
they are adjusted empirically. There are two aspects of
LC-MS/MS setup that should be mentioned though:
instrument run time and the column length. In general,
the longer the run time and length of the chromatography
column, the more proteins can be identified, as demon-
strated by Hsieh et al. [64] based on Caenorhabditis
elegans analysis (same rules are applicable for body
fluids). However, if the concentration of the peptides is
below the detection limit of applied mass spectrometer,
increase in the run time will not improve the number of
protein identifications. Commonly applied instrument
setups in proteomics are well described in the following
review [65].
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6.7 Data Processing and
Bioinformatics Analysis

In this section bioinformatics tools for peptide and
protein identification in shotgun proteomics will be
briefly presented. Afterward, the focus will be set on
protein quantitation methods, followed by description
of data normalization and statistical analysis, which
ensures obtaining good quality results.

6.7.1 Peptide and Protein Identification

The output from MS/MS analysis comprises of m/z and
intensity values. However, it can be present in many
different formats, depending on the instrument provider,
for example, files “raw” are produced by Thermo Scientific
instruments, “RAW” from Waters Corporation, while
“wiff” from Applied Biosystems (ABI) [66].

Various programs can be used for the identification of
peptides and proteins. These include software based on
sequence database searches (e.g., MASCOT, SEQUEST,
OMSSA, X!Tandem), de novo sequencing of peptides
(e.g., PEAK, MS BLAST), tag searches (e.g., InsPect), or
searches in spectral libraries (e.g., X!Hunter). Other pro-
grams were created to validate the assignments of MS/MS
spectra to corresponding peptides (e.g., PeptideProphet or
ProteinProphet) [66]. For shotgun proteomics, the most
commonly applied search algorithm is based on sequence
database search engines, where obtained fragment ion
spectra are matched to corresponding predicted and theo-
retical spectra from the database [67]. Since the matching
is not perfect, the obtained identifications are subjected to
quality control procedures by calculating the false discov-
ery rate (FDR). This parameter estimates the number of
false identifications (e.g., 1% of FDR means that 1% of the
identifications in the dataset may not be correct) [1].

The lack of a common file format produced by differ-
ent programs is an obstacle for further processing of the
data, since it is difficult for a software to cover all of the
available data formats. To deal with that issue, two unifi-
cation formats have been established. Firstly, XML type
of formats have become commonly applied by open-
source software, including mzXML for processed mass
spectra, pepXML for identifications and quantitation of
peptides, and protXML for identification and quantita-
tion of proteins. The second common format, mzML,
was developed by Human Proteome Organization
Proteomics Standards Initiative (HUPO-PSI) [66].

6.7.2 Protein Quantitation

In proteomics there are two commonly applied quantifi-
cation methods: label-free and label-based methods.
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In label-free methods, protein abundance is usually
calculated on the basis of the number of MS/MS spectra
(spectral counting) or by integrating signal intensities.
The principle of spectral counting is based on the
assumption that highly abundant proteins are analyzed/
detected more often by the mass spectrometer and,
thus, generate a higher number of MS/MS spectra. The
spectral counting results exhibit good correlation with
protein abundance. However, it is limited by the MS/MS
saturation or undersampling effects, while the linear
concentration range is lower compared with MS1-based
(peptide ion intensity-based) quantification techniques
[68]. Moreover, spectral counting can be biased toward
large proteins, which can produce more peptide digests
and, thus, more spectra. Therefore, the obtained data
needs to be corrected, taking into consideration the pro-
tein length. A spectral count-based quantitation method
called absolute protein expression (APEX) corrects the
observed peptide count using learned probabilities to
identify the peptides. The method is based on the
assumption that a protein in the sample is represented
by a fraction of injected peptides. The role of APEX is
the application of correction factors that makes these
fractions proportional to each other. Therefore, protein
abundance is calculated as a fraction of the peptide
spectra that is correlated with that protein using the
correction factors of observing each peptide. These factors
include expected contribution of a protein in the pool of
identified peptides, total number of putative peptides
generated by a protein, probability of peptide being ion-
ized and analyzed by mass spectrometer, and peptide
sequence characteristics that can affect the analysis (e.g.,
effect of PTMs). The method is described in details in
the original paper [69]. In another method known as
protein abundance index (PAI), the relative protein abun-
dance is calculated based on the number of identified
peptides divided by the number of theoretically observa-
ble (tryptic) peptides. A derivation of this method, used
for absolute quantification, is called exponentially modi-
fied protein abundance index (emPAI), which is calcu-
lated as 107(PAI)-1 [70]. Lastly, quantification based on
ion intensity depends on the integration of intensity
values for each peptide. Two steps are important for this
method: detection and alignment of chromatograms and
quantification of peptide intensities [66]. Each peptide
needs to be detected in two-dimensional LC-MS space.
Detection in LC dimension attributes appropriate reten-
tion time for each peptide, and since LC runs are not
completely reproducible, it ensures that correct regions
are evaluated in different runs. The quantification in this
method is most commonly performed by calculating the
area under the curve for each peak.

Label-based methods rely on labeling the peptides
with stable isotopes. The frequently applied label-based

approach in body fluid proteomics is called isobaric tags
for relative and absolute quantification (iTRAQ). In this
technique, N-terminus and lysine side chains are labeled
with up to eight different isobaric tags comprising a
reporter group, mass balancing group, and a group that
reacts with peptides. The m/z of reporter groups varies
from 113 to 121, while the m/z of balance groups from 32
to 24. However, the sum of the m/z of a reporter and
balancing group for each of the labels remains the same,
resulting in the generation of reporter ions with charac-
teristic m/z ratios. During peptide fragmentation, the
balancing group is lost as a neutral fragment. The abun-
dance of the peptide is reflected by the intensity of the
corresponding reporter ion. Peptide relative abundance
is determined by calculating the ratio of reported ion
intensity in different samples. Combining individual
peptide abundances allows estimation of protein abun-
dance. The method however has some limitations:
underevaluation of protein fold changes and presence of
cross-labeled impurities that causes interference during
the analysis [67].

6.7.3 Data Normalization (Example of Label-
Free Proteomics Using lon Intensities)

Obtained proteomics data needs to be normalized to
compensate for differences in the amount of sample
loaded onto the column, variability in ionization effi-
ciency, and detector saturation or LC column carryover
effect. Correcting for these differences increases the
accuracy of the analysis. The bias related to protein
amount injected into the column can be firstly reduced
by evaluating the total protein content by protein assays
(e.g., Bradford protein assay) or by taking into considera-
tion the area under the curve of previous runs based on
UV trace signals. The normalization can be also based
on the “housekeeping proteins,” whose levels should not
change between compared conditions or on creatinine
values in urine [68]. The number of available normaliza-
tion methods in proteomics is vast, and there are a num-
ber of papers focusing on comparison of normalization
methods in proteomics datasets. For example, Callister
et al. [71] compared four different normalization meth-
ods using LC-FTICR MS instrument: (i) central tendency
normalization (global normalization), which centers
ratios of peptide abundance over a mean; (ii) linear
regression normalization, which relies on the principle
that systematic bias depends linearly on the range of
peptide abundances; (iii) local regression normalization,
which, in contrast to linear regression, assumes that the
systematic bias does not linearly depend on the range of
peptide abundances; and (iv) quantile normalization,
which assumes that distribution of peptides in different
samples is similar. They suggest that global and linear



normalization performed the best from the four. In our
laboratory, for protein ion intensity normalization, we
usually apply a method based on the total ion current,
where the ion intensity of a given protein is divided by
the total ion intensity of all proteins in a sample.

6.7.4 Statistics in Proteomics Analysis

In order to correct for the variability characterizing bio-
logical samples, an appropriate sample size is required.
The optimum sample size should be determined based
on statistical power calculations. Underpowered analyses
are at a very high risk of identifying false positive bio-
markers or of failing to discriminate the true disease
biomarkers. What is worth noting is that a sample size
smaller than 12 does not allow to estimate the mean and
variance based on normal distribution, and thus, larger
sample sizes are recommended. Sample pooling should
also be avoided, as it does not allow the extraction of
information related to sample variability and the identifi-
cation of the outliers. Application of strict and correct
statistical tests should be considered for every proteom-
ics study. Moreover, the findings should be corrected for
multiple testing in order to reduce the number of false
identifications. If a protein is found statistically signifi-
cant prior to application of multiple testing correction,
but not after, the solution is not to avoid the correction,
but rather increase the sample size or accept that this
protein cannot be identified as a biomarker in this study.
There are many tests available for multiple testing correc-
tion. Frequentist, false discovery, or Bayesian approaches
are applicable for proteomics studies [10].

6.8 Validation of Findings

Techniques typically used for the validation of findings
in body fluids are immunoassay-based methods like
ELISA and Western blot. These techniques are well
established and used for many years for validation of
proteomics findings. However, many disadvantages have
been associated with the use of antibody-based strate-
gies. Firstly, in order to perform the analysis, a specific
antibody has to be produced, which is not always possi-
ble. Secondly, nonspecific binding can take place,
increasing the variability of the method [72]. Finally, sev-
eral commercially available kits show poor analytical
performance. This issue was demonstrated by Kift et al.
[73] where five ELISA assays for neutrophil gelatinase-
associated lipocalin were tested on urine samples. Only
two out of five evaluated kits showed good performance,
the rest of them failed either on testing one (e.g., limit
of quantitation or parallelism) or more parameters.
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Recently, however, another technique is becoming
increasingly popular for the validation purposes—
targeted MS. This technology has many more applica-
tions apart from validation of proteomics findings [74].
Nevertheless, in this chapter, the focus will be set on
the application of targeted proteomics for validation
purposes.

The technology used for targeted proteomics is called
selected reaction monitoring (SRM) or multiple reaction
monitoring (MRM). It is usually performed on a triple-
quadrupole mass spectrometer, which selects specific
precursor and product ion pairs, known as transitions.
The first quadrupole is used for filtering a selected pre-
cursor peptide, which is fragmented in the second quad-
rupole by collision-induced dissociation (CID). The
third quadrupole is used to filter a specific fragment ion
that is finally measured by the detector. The quantitation
of peptides is based on the measurements of the intensi-
ties of fragment ions. Obtained peptide measurements
can be afterward assigned to a corresponding protein
[75]. In MRM it is important to choose appropriate pep-
tides as targets. These must be unique for a given protein
and easily detectable by the mass spectrometer. Several
databases are available to make the choice of proper tar-
get feasible, including PeptideAtlas, the Global Proteome
Machine Database, Pride, and Tranche. Such databases
contain information from many experiments, enhancing
statistical significance of findings, providing information
regarding the global number of observations for the pep-
tide, and ensuring that the submitted data was obtained
according to generally acceptable criteria. If a protein of
interest does not have peptides in the database, the user
can use bioinformatics tools that can predict the proteo-
typic peptides for a given protein. These tools include
Peptide Sieve, ES Predictor, and Detectability Predictor.
Similarly to parent peptides, transitions that show high
intensity and low interference levels should be selected.
These ion fragments are commonly chosen based on
empirically obtained data from triple-quadrupole
experiments [74]. The verification of findings can be
performed using publicly available spectral libraries.
A typical procedure in MRM experiments involves the
addition of heavy isotope-labeled peptide standards that
improve the confidence of findings. These peptides co-
elute at the same time as their non-labeled analogs, and
their fragment ion intensity ratio should also be the
same, improving the confidence of identifications [76].
Execution of this complicated MRM procedure has been
substantially facilitated by the development of sophisti-
cated bioinformatics tools. The most commonly used
open-access software are MRMer and Skyline, both well
suited for the analysis of complex MRM experiments.
Description of various software that facilitate MRM
analysis can be found in the following review [75].
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6.9 Clinical Applications of Body
Fluid Proteomics

The following section will describe several studies
relative to the application of body fluids proteomics for
biomarker discovery. The search was performed with
Web of Science using following words: Biomarker AND
Proteomics AND (Urin* OR Plasm* OR Ser* OR Bloo*
OR CSF OR Cerebrospin* OR Body Fluid). Articles from
the last 5 years were taken into consideration. In total
1989 papers were retrieved. The three top cited articles
from each year, concentrating on biomarker discovery
studies in human subjects and applying MS, were taken
into consideration. Therefore, in total 15 papers will be
presented.

Addona et al. [77] analyzed plasma samples for the
identification of early biomarkers of cardiac injury. For
the discovery phase, blood from the coronary sinus from
patients (n=3) with therapeutic planned myocardial
infarction to treat hypertrophic cardiomyopathy was
collected before, 10 and 60 min after the procedure (total
of 9 samples). The samples were depleted from 12 highly
abundant proteins, followed by applying strong cation-
exchange (SCX) chromatography, yielding 80 fractions.
These fractions were subjected to LC-MS/MS, leading to
the identification of a total of 1105 proteins, from which
70% were identified in all 9 samples. In order to select the
candidates for validation, they applied several criteria,
including (i) fivefold change in the precursor ion inten-
sity of minimum two peptides per protein after the
injury, (ii) prioritization using AIMS technology (targeted
MS approach on Orbitrap or other high-performance
instrument), where proteins identified in coronary sinus
plasma were also searched in peripheral blood plasma;
and (iii) evaluation of expression enrichment trend.
Biomarker candidates were validated by ELISA or MRM
in peripheral plasma from patients with therapeutic
planned myocardial infarction, spontaneous myocardial
infarction, or ischemia (cases) and with routine catheter-
ization (controls). A number of novel cardiovascular
biomarker candidates were identified (i.e., MYL3, TPM1,
and FHL1), while discovery of previously reported was
confirmed in this study (e.g., creatinine kinase, MB, or
FABP) [77].

Shang et al. [78] studied the proteome of hepatocellu-
lar carcinoma patients in order to identify novel disease
biomarkers. In the discovery set they analyzed plasma
samples from 18 cirrhosis (controls) and 17 hepatocellu-
lar carcinoma patients (cases). High-abundance proteins
were depleted from plasma samples, and the remaining
proteins were separated using SDS-PAGE. Gel pieces
were afterward destained, digested, and analyzed by
2D-LC-MS/MS. The levels of osteopontin were found
to be upregulated in cases compared with controls.

This finding was validated in two independent sample
cohorts comprising a total of 312 plasma samples of
hepatocellular carcinoma patients (cases), cirrhosis
subject (controls), chronic hepatitis C and B individuals
(controls), and healthy subjects (controls). Higher osteo-
pontin levels were confirmed for cases in both validation
sets compared with controls.

Da Costa et al. [79] searched for diagnostic biomarkers
for HBV-related hepatocellular carcinoma. High-abun-
dance proteins were depleted from plasma samples from
patients with hepatocellular carcinoma and chronic liver
disease and healthy controls. Subsequently, depleted
samples were subjected to 2D chromatography, followed
by SDS-PAGE and LC-MS/MS analysis. After prioritiza-
tion of findings, latent transforming growth factor-f
binding protein 2 and osteopontin with levels signifi-
cantly higher in carcinoma patients compared with other
groups were chosen for validation. ELISA was performed
in a total of 684 plasma samples. A biomarker panel
comprising these two proteins showed an area under the
curve of 0.85.

Cima et al. [80] applied a genetically guided strategy
for the identification of serum biomarkers for diagnosis
and prognosis of prostate cancer. In general, they were
interested in biomarkers related to an inactivation of
phosphatase and tensin homolog (PTEN) tumor sup-
pressor gene, which is commonly observed in prostate
cancer patients. In the first step, sera and tissue samples
from Pten-null mice were analyzed using glycoprotein
enrichment (hydrazide chemistry-based method)
followed by LC-MS/MS. This led to the identification of
775 glycoproteins, and after bioinformatics prioritization,
39 biomarker candidates were chosen for identification
in human sera of prostate cancer patients (#=>52) and
healthy controls (n=40). The validation was performed
using SRM or ELISA. Thirty-nine proteins were quanti-
fied consistently in the validation samples. From these
proteins, the best candidates for construction of a pre-
dictive model for detection of normal and abnormal
PTEN were chosen. Ultimately a biomarker panel com-
prising four proteins—thrombospondin-1 (THBS1),
metalloproteinase inhibitor 1 (TIMP-1), complement
factor H (CFH), and prolow-density lipoprotein recep-
tor-related protein 1 (LRP-1)—was able to discriminate
between normal and aberrant PTEN with 79.2% sensitivity
and 76.7% specificity.

Zeng et al. [81] analyzed serum samples to identify
biomarkers of breast cancer. Five samples from breast
cancer patients (stage 2) and five from healthy controls
were pooled and subjected to abundant protein deple-
tion, followed by multilectin affinity chromatography
separation into fractions comprising unretained and
retained proteins. Such prepared fractions were separated
using IEF technique and finally analyzed by LC-MS/MS.



After bioinformatics prioritization, four proteins were
chosen as putative biomarker candidates: thrombospondin
1 and 5, a-1B-glycoprotein, serum amyloid, P-component,
and tenascin-X. However, only tenascin-X was validated
using ELISA in the same samples (but this time not
pooled) of five breast cancer patients and five controls.

Bukhari et al. [82] applied an affinity proteomics
strategy for the identification of biomarkers of colorectal
cancer. In brief, they utilized immunological mecha-
nisms and constructed an antibody set in rabbits against
the secretome of human colon adenocarcinoma HT29.
This secretome was used as an affinity reagent to capture
possible tumor-related antigens from sera of pooled
samples from five colon cancer patients, five rectal
cancer, and five healthy controls. The samples were
subjected to 2DE and spots exclusively present in
tumor samples were excised and analyzed by MALDI-
TOF. Two proteins (soluble vimentin and keratin type II
cytoskeletal) were identified uniquely in colon cancer
sera, while TGF-beta-inhibited protein was found only
in rectal cancer sera. Pathway and protein—protein inter-
action analyses revealed that only vimentin was linked to
tumorigenic pathways of colorectal pathways. The levels
of vimentin were validated in 43 preoperative patients
with colorectal cancer and 20 controls, revealing that the
protein levels were approximately 5 times higher in colon
cancer patients compared with controls or subjects with
rectal cancer.

Cynthia Martin et al. [83] studied the serum proteome
in order to identify biomarkers for progression of
Duchenne muscular dystrophy. For the discovery set,
four pooled sample groups were analyzed: adult con-
trols, child controls, Duchenne muscular dystrophy
ambulant patients, and Duchenne muscular dystrophy
non-ambulant subjects. Serum pools were processed by
the ProteoMiner kit and fractionated with SDS-PAGE.
The gels were afterward cut into 10 pieces and subjected
to LC-MS/MS testing 2 replicates for each pool. After
performing bioinformatics analysis, fibronectin, in
which levels were found upregulated in Duchenne
muscular dystrophy patients compared with controls,
was chosen for further validation. This validation was
performed using ELISA, where the levels of fibronectin
were compared with 68 Duchenne muscular dystrophy
patients with 71 subjects with various muscular dystro-
phies and 15 controls. Upregulation of fibronectin in
Duchenne muscular dystrophy patients compared with
subjects with other dystrophies and healthy controls was
confirmed by ELISA. Additionally, levels of fibronectin
were tested in 22 Duchenne muscular dystrophy patients
over a period of time (6 months to 4 years), demonstrating
its gradual increase.

Nie et al. [84] analyzed the serum glycoproteome in
order to discover putative biomarkers for pancreatic
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cancer. In this study, proteomics profile of pancreatic
cancer patients (n = 37) was compared with subjects with
conditions that are related to pancreas: diabetes (1 =30),
cyst (n=30), chronic pancreatitis (n =30), and obstructive
jaundice (n=22). From each of the disease groups, four
to six samples were chosen randomly for the analysis.
Additionally, pooled sample from 30 healthy controls
was used as an internal standard. Chosen samples were
subjected to abundant protein depletion and glycopro-
tein enrichment (lectin chromatography), followed by
label-free or tandem mass tag (TMT)-labeled LC-MS/
MS analysis. This led to the identification of 243 proteins
in non-labeled analysis and 354 in TMT-labeled approach.
After bioinformatics analysis, significantly different
proteins were validated by ELISA and lectin ELISA
assays in a total of 179 samples. This led to a development
of a biomarker panel comprising four proteins (a-1-
antichymotrypsin, thrombospondin-1, haptoglobin, and
carbohydrate antigen 19-9) that can distinguish pancre-
atic cancer from other diseases with an area under the
curve values in the range of 0.92 to 0.95.

Linden et al. [85] analyzed urine samples for the iden-
tification of putative biomarkers of non-muscle-invasive
bladder cancer. Urine samples from bladder cancer
patients (#=5) and healthy controls (n =4) were concen-
trated and depleted from highly abundant proteins.
Afterward, pooled or individual samples were analyzed
by LC-MS/MS in two replicates each. These led to the
identification of 231 and 298 unique protein identifica-
tions in pooled or individual urine, respectively. In total,
387 unique proteins were identified, from which, after
the analysis, 29 overexpressed in non-muscle-invasive
bladder cancer candidate biomarkers were discovered.
Higher levels of four proteins were confirmed with
Western blot on 17 cases and 26 controls: fibrinogen f-
chain precursor, apolipoprotein E, a-1 antitrypsin, and
leucine-rich a-2 glycoprotein 1. Dot-blot analysis on
individual urine samples from 99 bladder cancer patients
and 13 healthy controls further prioritized fibrinogen
B-chain precursor and a-1 antitrypsin as the most inter-
esting candidates showing sensitivity and selectivity in
the range of 66—85%.

Chen et al. [86] aimed for the identification of poten-
tial bladder cancer biomarkers in urine samples. Hernia
patients were used as controls (7 =9) and bladder cancer
subjects as cases (n=9), which were pooled into one
control and one case sample. They applied hexapeptide
library beads or abundant protein depletion column,
followed by iTRAQ labeling. Afterward the samples were
subjected to basic RP chromatography, and ultimately
analyzed fractionated or unfractionated urine was
analyzed by LC-MS/MS. The application of depletion
strategies increased the number of identified proteins
from approximately 300 (for unfractionated sample) to
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500 (after any of applied fractionations) per run. Levels
of six apolipoproteins (APOA1, APOA2, APOB, APOC2,
APOC3, and APOE) and of serum amyloid A-4 protein
were elevated in bladder cancer patients compared with
hernia individuals, while pro-epidermal growth factor
was found downregulated in bladder cancer subjects.
The findings were confirmed by Western blot or Bio-Plex
assay in an independent cohort.

Kentsis et al. [87] analyzed urine samples to identify
biomarkers for Kawasaki disease. The study cohort for
discovery is comprised of six patients with Kawasaki
disease, six subjects with febrile illness that mimics
Kawasaki disease, and three patients with Kawasaki
disease after complete response to treatment. Urine
samples were subjected to centrifugation, protein
precipitation, SDS-PAGE, and RP-LC, followed by LC-
MS/MS analysis. In total 2131 unique protein were
identified. Proteome of patients with Kawasaki disease
was enriched in biomarkers of cellular injury and
immune regulators compared with two other tested
groups. Elevated levels of meprin A and filamin C were
validated in urine or serum samples in two independ-
ent sample cohorts comprising a total of 236 patients.
A biomarker panel composed of meprin A and filamin
C showed very good diagnostic performance for diag-
nosis of Kawasaki disease showing an area under the
curve value of 0.98.

Sylvester et al. [88] analyzed urine samples from
infants to identify diagnostic and prognostic biomarkers
of necrotizing enterocolitis. The study was divided into
two phases: discovery set, composed of 45 necrotizing
enterocolitis patients, 12 sepsis, and 2 healthy controls,
and validation set, which included 40 necrotizing
enterocolitis subjects, 5 sepsis, and 15 healthy controls.
Samples from discovery set were analyzed by LC-MS,
which led to identification of 7 putative biomarkers (o-2-
macroglobulin-like protein 1, cluster of differentiation
protein 14, fibrinogen alpha chain, cystatin 3, pigment
epithelium-derived factor, retinol binding protein 4, and
vasolin), which levels were confirmed by ELISA in the
validation set. The panel allowed to differentiate medical
versus surgical NEC, NEC versus sepsis, and NEC
versus controls with high sensitivity (89-96%) and spec-
ificity (80-90%).

Ringman et al. [89] studied the proteome of patients
with familial Alzheimer’s disease, caused by mutation in
PSENI and APP genes. Fourteen mutation carriers were
used as cases and five non-carriers as controls. Gathered
CSF samples were depleted from highly abundant pro-
teins and analyzed by LC-MS/MS. This led to identifi-
cation of 600 proteins, from which 46 were upregulated
and 10 downregulated in carriers compared with non-
carriers. Fourteen of differentially expressed proteins
were previously reported in the literature (e.g., APP,

transferrin, o;f-glycoprotein, or plasminogen). Novel
findings included secreted phosphoprotein 1, calsyn-
tenin 3, and CD99 antigen. Unfortunately, the findings
were not validated, and considering the relatively small
sample size, they should be evaluated with caution.

Kroksveen et al. [90] aimed for the identification of dif-
ferentially expressed proteins between patients with
multiple sclerosis and controls for future evaluation of
these proteins as disease biomarkers in large sample
cohorts. In the discovery set, the CSF from patients with
clinically isolated syndrome (r =5) and relapsing-remitting
multiple sclerosis that had clinically isolated syndrome
when the lumbar puncture was performed (n=5) and
from controls with other inflammatory neurological
diseases (n=>5) was analyzed. The samples were firstly
depleted from 14 highly abundant proteins using MARS
column, digested, and labeled with iTRAQ reagent. Such
prepared peptides were subjected to SCX chromatogra-
phy, followed by clean-up from the salts, and analyzed by
LC-MS/MS. This led to the identification of a total of
1291 proteins. From the list, 20 proteins were found dif-
ferentially expressed between 10 patients with clinically
isolated syndrome, and the controls were validated by
MRM. The validation population consisted of a total of
131 patients divided into following groups: 16 patients
with relapsing-remitting multiple sclerosis that had clin-
ically isolated syndrome at the time of lumbar puncture,
15 patients with clinically isolated syndrome, 36 patients
with relapsing-remitting multiple sclerosis, 33 patients
with other inflammatory neurological diseases, and 32
patients with other neurological diseases. Five proteins
(a-1-antichymotrypsin, contactin-1, apolipoprotein D,
clusterin, and kallikrein-6) were found differentially
expressed between various groups. Nevertheless, none
of the validated proteins were able to discriminate
between multiple sclerosis patients and controls on its
own, and thus, in the future, an establishment of a bio-
marker panel was recommended.

Liong et al. [91] analyzed the cervicovaginal fluid to
predict spontaneous preterm labor in symptomatic
pregnant women between 22 and 36 weeks of gestation.
The fluid from eight women who spontaneously deliv-
ered at term and from four women who spontaneously
delivered preterm was pooled, respectively. The samples
were subjected to 2D-DIGE, and subsequently, spots of
interest were excised and analyzed by LC-MS/MS.
This led to identification of 12 differentially expressed
proteins between compared groups. Elevated levels of
albumin and vitamin D-binding protein in women with
preterm delivery were confirmed by ELISA in an inde-
pendent samples cohort of 129 samples. The biomarker
panel comprising two proteins showed 66.7% sensitivity,
100% specificity, 100% positive predictive value, and
96.7% negative predictive value.



6.10 Conclusions

Proteomics analysis of body fluids is a complex and
multistep procedure. Every step of sample preparation,
starting from collection procedures ending with LC-MS/
MS analysis conditions, needs to be optimized. Similarly
to sample preparation, data processing can be performed
in many different ways. There is no ideal way to conduct
the analysis, and many steps should be optimized based
on various factors (e.g., sample type analyzed, type of
proteins of interest, applied instrument setup or disease
studied, and many more). All these aspects severely affect
the final outcome of the analysis. It is therefore recom-
mended to optimize the workflow prior to performing
the analysis of samples of interest, and this optimization
should be adjusted specifically to study requirements.
The analysis of body fluids, compared with tissue, shows
a notable advantage: it is easier to apply the identified
biomarkers in clinical practice for diagnosis or prognosis
of a disease. This is possible simply due to easy, noninva-
sive, and low-cost sample collection. It is worth mentioning
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7.1 Introduction

Peptides consist of a chain of 2 to approximately 50 amino
acids linked by an amide bond [1, 2]. There is no clear
demarcation between peptides and proteins based on
molecular weight or the number of amino acids [2]. In
the post-genomic era, the term “peptidomics” was firstly
defined as the study of low molecular weight proteins,
ranging from 0.5 to 15kDa [3].

In other words, the peptidome concept could be related to
biological peptides such as hormones, neuropeptides,
cytokines, growth factors, and also inhibitors, activators, or
substrates of a pathway [4, 5], which are generated from
larger precursors. These molecules are involved in signal
exchange between cells, and the transport of these mes-
sengers is most often performed through body fluids that
enable communication even between cells that are too
remote to interact directly or by migration [6]. Another type
of peptides is fragments derived by the enzymatic cleavage
of proteins in vivo. Particularly, those proteolytic events
could reflect specific biological states of individuals, which
is very interesting in clinical chemistry and modern medi-
cine. Moreover, changes in excretion and modification of
peptides may be associated with pathological events.

In proteomics, proteins are digested to shorter frag-
ments by using enzymes to enable analysis by mass spec-
trometry (MS), but no such cleavage pattern is employed
in peptidomics. The native or endogenous peptides are
formed during protein processing or degradation pro-
cesses by the action of proteases; therefore, the peptides
are no longer part of the precursor protein. As these pep-
tides are in general found in nanomolar or picomolar
range, they are masked by the predominant proteins, hence
not detectable by the standard proteomics approaches.

*Equal contribution.

7.2 Clinical Application of Peptidomics

Peptidomics studies aim at the identification of peptides
present in a biological sample that could offer reliable
information on biological processes. The high concen-
tration of the analytes in a compartment can alter their
diffusion or secretion to other compartments. The deter-
mination of the concentration of peptides in body fluids,
tissues, and cells could contribute to the understanding
of human pathology. In particular, peptides could be used
as biomarkers when their concentration varies signifi-
cantly in association with a pathological condition.

Analysis of biological fluids could reveal the health status
of an individual, provide informative biomarkers across a
wide spectrum of diseases, and elucidate the cause of a dis-
ease [7, 8]. MS-based approaches are used for the discovery
of novel biomarkers; the results of these experiments could
improve clinical diagnosis and prognosis and eventually
lead to lifesaving medical treatments [9].

7.3 Different Types of Body Fluids Used
in Biomarker Research

7.3.1 Blood

Blood is a routinely used clinical specimen in disease
diagnosis and therapeutic monitoring. It is composed of
cells and extracellular fluid that circulates in the whole
body; thus it reflects the health status of an individual
due to the leakage of components from different organs/
cells in addition to the classical plasma proteins (albumin,
immunoglobulins, transferrin, etc.) [10, 11]. Plasma is the
liquid obtained after removal of cells from whole blood,
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while serum is the liquid collected after blood clotting. For
peptidomic profiling, blood plasma is preferred over serum
because clotting involves the activation of numerous
proteases that cleave highly abundant proteins, thus releas-
ing large amounts of peptides that can prevent the identifi-
cation of low-abundance native plasma peptides [12].
Moreover, during coagulation process, the low-abundance
peptides might be retained in the clot, thus impeding the
identification of potential biomarkers. The blood plasma
proteome is the most complex and heterogeneous human-
derived proteome, and the concentration of total protein is
typically in the range of 60-80mg/ml [13]. The plasma
proteome database developed by the Human Proteome
Organization (HUPO) contains more than 10500 proteins.
These proteins have various posttranslational modifica-
tions (PTMs), so the actual number of isoforms present in
plasma is significantly higher [14, 15].

7.3.2 Urine

Urine can be considered as the “fluid biopsy” of the kid-
ney and urogenital tract [16]. Theoretically, urinary pro-
teins can originate from glomerular filtration of plasma
proteins, secretion of proteins from renal tubular epithe-
lial cells, and shedding of whole cells along the urinary
tract: shedding of apical membranes of renal tubular epi-
thelial cell and exosome secretion. Under normal condi-
tions, low molecular weight proteins and only a small
fraction of proteins with middle molecular weight pass
freely through the glomerular barriers and reach renal
tubules. Because of the high efficacy of the reabsorption
process by proximal tubular epithelial cells, all proteins
in the tubular lumen are excreted in small amounts
under physiological conditions into urine [17].

A protocol for urine collection has been reported by
the Human Kidney and Urine Proteome Project (HKUPP)

Table 7.1 Proteomics and peptidomics urinary databases.

and the European Urine and Kidney Proteomics (EuroKUP)
initiatives (see http://www.hkupp.org and http://www.
eurokup.org for detailed information).

Urine collection is not invasive and a volume sufficient for
peptidomics analysis can be easily obtained. The urinary
proteome is quite stable because urine stays in the bladder
for a considerable time before collection. This provides suf-
ficient time for total proteolytic processing at 37°C by
endogenous proteases. Urine is less complex than blood,
which allows simpler sample preparation procedures.
Samples can be stored for several years at —20°C without
significant alteration of the urinary proteome [18, 19].

Due to these advantages, urine has been often used
as a convenient source for biomarker discovery. In
order to incorporate the huge amount of data gener-
ated from urinary studies, to collect those data, and to
allow researchers to discover new relationships
between diseases and proteins, several databases were
created [20-24]. A large dataset including over 20 000
data of human naturally occurring urinary peptides
under pathophysiological conditions was developed
by Mischak et al. (http://mosaiques-diagnostics.de/
diapatpcms/mosaiquescms/front_content.
php?idcat=257).

A list of urinary databases is reported in Table 7.1.

Besides blood and urine, researchers are investigating
other biological fluids such as cerebrospinal fluid (CSF),
saliva, interstitial fluid, amniotic fluid, and follicular
fluid for diagnostic biomarker discovery. The useful-
ness of these alternative body fluids for biomarker dis-
covery has not been yet clearly established as that of
plasma and urine specimens. The main aim of the clini-
cal proteomics is to acquire reliable data possible for
diagnostic and therapeutic purposes. Therefore, in this
chapter, the use of plasma and urine in clinical peptid-
omics via MS is presented.

Database Link Topic Reference
HKUPP Database http://www.hkupp.org Proteome of normal kidney and urine

EuroKUP http://www.eurokup.org Human and kidney proteomics

MAPU Urine Dataset http://www.mapuproteome.com Human urinary proteins [20]
Clinical Urine http://alexkentsis.net/urineproteomics/ Proteomics database [21]

Proteomics Database

Urinary Exosome

Protein Database Exosome/

Urinary Peptide
Biomarker Database

Urinary Protein
Biomarker Database

http://122.70.220.102/biomarker

https://hpcwebapps.cit.nih.gov/ESBL/Database/

http://mosaiques-diagnostics.de/mosaiques-
diagnostics/human-urinary-proteom-database

Proteins identified from exosomes in normal human  [22]
urine

CE-MS results of naturally occurring human urinary  [23]
peptides under pathophysiological conditions

Manually curated human and animal urine protein [24]
biomarker database




7.4 Sample Preparation and Separation
Methods for Mass Spectrometric Analysis

7.4.1 Depletion Strategies

Analysis of plasma by mass spectrometric techniques
either quantitatively or qualitatively offers the possibility
for identification of biomarkers for a particular disease.
However, 90% of the total protein content corresponds
to highly abundant proteins like albumin and immuno-
globulins [25]. Moreover, the identification of low-
abundance proteins/peptides is hindered by the presence
of high-abundance proteins/peptides, and thus the dis-
covery of novel biomarkers is challenging. For example,
angiotensin II levels were found to be 18 pM in healthy
subjects and gradually increase as the stage of chronic
kidney disease (CKD) progresses [26]. The prostate-
specific antigen (PSA) and other biomarkers are also
present at low levels, that is, in pg/ml [27]. Consequently,
the quantification of the whole proteome in a single assay
is quite challenging and constitutes a major bottleneck
for new biomarker discovery. In addition, potential
biomarkers are often found in concentrations below the
limit of detection of the available MS [28]. Therefore,
improvements in both sample preparation and peptide
analysis are required in order to increase the analytical
performance of peptidomics assays.

Currently, different fractionation methods are employed
in order to fractionate the peptides and reduce the
sample complexity prior to mass spectrometric analysis,
such as chromatography (reversed phase, affinity, size
exclusion, ion exchange, etc.), electrophoresis (1D-PAGE,
2D-PAGE, capillary, etc.), ultrafiltration, and precipita-
tion [29, 30]. These techniques differ in their principles
and instrumentation and achieve fractionation by
exploiting the differences in physicochemical properties
of peptides. Nowadays, a combination of different tech-
niques is applied in a single step by packing different
matrices in a single column interfaced with a mass
spectrometer enabling fast sample processing. One such
example is Multidimensional Protein Identification
Technology (MuDPIT) where a strong cation-exchange
resin and a reverse-phase resin are packed in a single
column that is interfaced with electrospray ionization
(ESI) tandem mass spectrometry (MS/MS) [31]. Affinity-
based depletion of highly abundant proteins is also
applied in peptidomics studies prior to mass spectrometric
analysis [32].

In any multidimensional technique, the primary step
in the workflow involves the depletion of predominant
proteins that substantially increases the sensitivity for
identifying low-abundant proteins/peptides. However,
other proteins are present in the high-abundance protein
fraction. So it is important to analyze all the fractions in
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order to ensure that no other vital proteins are omitted
by chance. In the past, albumin was depleted using the
Cibacron blue F3GA column, a hydrophobic chlorotriazine
dye conjugated to sepharose, which has more affinity
toward albumin [33, 34]. This is a simple and inexpensive
method for removing albumin from plasma. Other
synthetic dyes are developed, which mimic the Cibacron
blue dye and have an even greater affinity toward albu-
min. However, these dyes bind nonspecifically to other
proteins too [35, 36]. Immunoglobulins are removed
using protein G/A by affinity chromatography that can
be combined with the dye ligand for removal of albumin
[37-40]. Nowadays, antibody/immunoaffinity ligands
for albumin and immunoglobulins are used more widely
than other less specific methods (dyes, protein G/A).
Multiple Affinity Removal Column or immunoaffinity
capturing columns allow the partial elimination of the
most abundant plasma proteins, namely, albumin, IgG,
antitrypsin, IgA, transferrin, haptoglobin, and apolipo-
proteins [41, 42]. Chicken IgY antibodies have been used
successfully for depletion of high-abundance plasma
proteins, allowing the enrichment for low-abundance
peptides [43—-49]. However, these approaches cannot
totally remove a high-abundance protein; hence a more
appropriate term is immunoaffinity-based protein sub-
traction chromatography (IASC).

Besides the antibody-based methods, Bio-Rad developed
a protein enrichment technology under the trade name
of ProteoMiner™ where a combinatorial hexapeptide
library is utilized to achieve enrichment of low-abun-
dance proteins based on hydrophobic and charge-to-
charge interactions between proteins and immobilized
hexapeptides [50, 51]. Moreover, the isolated peptides or
proteins are in their native state, hence retaining their
biological activity. Another approach aiming to enrich
for phosphopeptides is based on titanium dioxide chro-
matography. The hydrophilic phosphate of phospho-
peptides interacts with porous titanium dioxide surface
by forming coordinate covalent bonds [52]. A recent
report presents data on high-abundance protein depletion
with the use of anionic hydrogel particles of poly(N-
isopropylacrylamide-co-acrylic acid) [53].

7.4.1.1 Ultrafiltration

Ultrafiltration is a simple, fast, and affordable sample
preparation method that uses defined molecular weight
cutoff membrane filters to separate proteins into low
molecular weight and high molecular weight fractions by
centrifugation [54]. High molecular weight molecules
are retained on the membrane, whereas low molecular
weight molecules pass through the membrane. Amicon
Ultra Centrifugal filters are generally used for protein
purification and concentration and for desalting [55].
Zougman et al. separated the low molecular weight
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peptides (neuropeptides) from the CSF by ultrafiltration,
which led to the identification of 563 peptides by nano-
LC-MS/MS [54]. Prior to ultrafiltration, acetonitrile
(ACN) is added to the samples to disrupt the interaction
between proteins and peptides in order to increase the
recovery of low molecular weight peptides [56].

7.4.1.2 Precipitation

By addition of organic solvents, acids, or salts, high
molecular weight proteins are precipitated, and low
molecular weight peptides remain in solution. Normally,
in organic precipitation, proteins are efficiently precipi-
tated using ice-cold acetone or ACN [29, 55]. Chertov
et al. extracted low molecular weight proteins by ACN
with 0.1% TFA as an ion pairing reagent that can disturb
the interaction of peptides or low molecular weight
proteins with predominant proteins [57]. Different
percentages of ammonium sulfate can be used for precipi-
tation of proteins; however this salt interferes with the
MS analysis. Kawashima et al. developed a new peptide
extraction method called differential solubilization based
on plasma dilution with a denaturating solution and
addition of ice-cold acetone followed by centrifugation.
Later, the precipitate was dissolved in 70% ACN contain-
ing 12mM HCI followed by centrifugation. The super-
natant contained low molecular proteins/peptides that
were lyophilized and then fractionated by RP-HPLC [58].
This method is more effective and reproducible than
ACN precipitation and ultrafiltration. Recently, Pena
et al. used 70% perchloric acid for the precipitation of
proteins followed by neutralization with potassium
hydroxide. After centrifugation the peptides contained
in the supernatant were fractionated by RP-HPLC [8].

7.4.1.3 Liquid Chromatography

Size-exclusion chromatography (SEC) is used to separate
the molecules based on the size or the hydrodynamic
volume of a molecule. This technique is also applicable
to separate low molecular weight proteins/peptides from
abundant proteins of higher molecular weight. The
beads utilized in this technique are available in different
pore sizes [59]. However, this technique has certain dis-
advantages: it requires a large sample volume, the eluted
peptides are diluted, and the resolving power is limited
[60]. Ueda et al. used SEC for the enrichment of pepti-
dome of serum samples from patients suffering from
lung adenocarcinoma in order to identify biomarkers by
using nano-LC-MS/MS [61].

Reverse-phase chromatography is routinely used in
proteomics prior to MS. It separates the peptides accord-
ing to their hydrophobicity and can be directly coupled
to ESL In general, the stationary phase is made of C18,
C8, and C4 carbon chains that provide a hydrophobic
surface for peptide binding. In peptidomics, C18 columns

are commonly used, and the peptides are eluted by using
an increasing concentration of ACN. Factors that influ-
ence the resolution include the type of hydrophobic
stationary phase, particle size, sample volume, column
length, and the pH of the mobile phase. The efficiency
can be improved by increasing the column length and
reducing the inner diameter. However, a small inner
diameter increases the backpressure and thus requires
higher pressure [62, 63].

7.4.1.4 Capillary Electrophoresis

Numerous protocols for extraction, purification, and
analysis of proteins are well established. However, few of
these methods are applicable in the case of peptides. For
example, a standard separation technique for proteins is
2D electrophoresis combined with MS, which cannot be
applied for smaller proteins and native peptides (<10kDa).
The concentration of peptides in biological samples is
usually low, and the presence of highly abundant proteins
prevents peptide detection by the standard proteomics
approaches. Moreover, gel-based methods cannot effi-
ciently fractionate peptides. Trypsin digestion, commonly
used for large proteins, is not useful for peptides, resulting
in a limited number of fragments. Capillary electrophore-
sis is a separation technique based on the differential
electrophoretic velocities of ions in a high-voltage electric
field, in which molecules migrate depending upon the
charge of the molecule. A broad number of separation
modes are available: capillary zone electrophoresis (CZE),
capillary gel electrophoresis (CGE), micellar electrokinetic
capillary chromatography (MEKC), capillary electrochro-
matography (CEC), capillary isoelectric focusing (CIEF),
and capillary isotachophoresis (CITP). CZE is widely used
among the CE techniques due to the fast and highly
efficient separation coupling [64].

In CZE (generally referred to as CE), the separation of
the peptides depends on differences in electrophoretic
mobility applying high voltage to a capillary filled with
electrolyte solution. The migration of peptides is directly
proportional to the charge of the molecule and inversely
proportional to its size [9].

CE is usually coupled to MS via ESI or matrix-assisted
laser desorption/ionization (MALDI). ESI is the most
common type of ionization coupled online to the CE due
to the high ionization efficiency and the soft nature of
the ionization process [65].

The coupling of CE to MALDI can only be achieved
offline and requires fractionation (spotting) on a target
plate, leading to a separation step that is not physically
coupled to the ionization step [66].

CE-ESI-MS has demonstrated robustness, relatively
short run times (about 60 min per run), and high repro-
ducibility, which is suitable for clinical application and
biomarker discovery [65] (Figure 7.1).
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Figure 7.1 lllustration of the workflow for peptidomic analysis.

7.4.1.5 Instrumentation

MS is a technique used to determine the molecular weight,
structural information, and elemental composition (iso-
tope pattern) of a wide range of compounds/analytes.
The key components of MS are the ion source, the mass
analyzer (ToF, quadrupole, quadrupole ion trap, Fourier
transform ion cyclotron resonance, Orbitrap), and a detec-
tor that records the ion abundance and the mass-to-charge
(m/z) ratio. The main requirement for MS analysis is that
peptides must be converted to ions in gaseous state. Since
peptides are thermally labile and nonvolatile, soft ioniza-
tion techniques are employed, namely, ESI and MALDIL
A wide range of sensitive MS instruments are available.
Modern instruments have hybrid mass analyzers that fur-
ther increase the sensitivity of the instrument [8, 9, 66, 67].

7.5 Identification of Peptides and Their
Posttranslational Modifications

In order to identify peptides by MS, the precursor ions
must be fragmented. Fragmentation is carried out by
collision-induced dissociation (CID), electron transfer
dissociation (ETD), or high energy collision dissociation
(HCD), either independently or in combination. Thus, a
high-resolution fragmentation spectrum is generated
and evaluated with different algorithms [68, 69]. The
most extensively used algorithms for peptide identifica-
tions are SEQUEST [70], Mascot [71], X! Tandem [72],
MS-Fit [73], and OMSSA [74]. Many software tools have
been developed to deconvolute the spectra for more
confident peptide identifications (e.g., Thrash algorithm
[75], MS-Decconv [76], Xtract [77], DeconMSn [78]).
Yufeng et al. [79] compared different collision methods
for plasma peptidome identifications using conventional
software tools (SEQUEST, Mascot) and the counts of
peptide backbone cleavages (CBC) [80]. Analysis of very
large raw spectral that are generated through MS-based
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OMSSA DeCyder

PeptideDB ProfileAnalysis

Peptidome Quant
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peptidomics is quite challenging because naturally
occurring peptides have variable termini compared with
the peptides that are generated by cleaving proteins with
specific enzymes (trypsin). Moreover, amino acids can
be modified, and these modifications impede unambigu-
ous peptide identification. In addition, the available
databases sometimes yield contrasting results; hence a
definitive identification must be supported with addi-
tional experimental data [5]. Reisinger et al. [81] intro-
duced an online custom tool, “Database on Demand,’
that can produce a wide variety of customized sequence
databases based on UniProtKB/Swiss-Prot, UniProtKB/
TrEMBL, and the International Protein Index (IPI).
Within a single MS experiment, a limited number of
spectra are confidently designated to specific peptide
sequences, and the rest are ignored due to many reasons.
Some of them are (i) flaws in the scoring systems that
are employed in the database search tools, (ii) 